e Grid Computing: Resource Sharing and Coordinated Problem
Solving in Scalable Distributed Communities

e Grid computing technologies enable controlled resource sharing in
distributed communities and the coordinated use of those shared
resources as community members tackle common goals. These
technologies include new protocols, services, and APIs for secure
resource access, resource management, fault detection,
communication, and so forth, that in term enable new application
concepts such as virtual data, smart instruments, collaborative design
spaces, and metacomputations. In this talk, we review applications
that are motivating widespread interest in Grid concepts within the
scientific and engineering communities. Then, we describe the Globus
Grid architecture that has been adopted by many Grid projects,
focusing in particular on our security, resource management, and
data management technologies.
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Overview

e Grid computing concept
e Grid technical landscape
e Data grids & data grid projects
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The Grid Concept



The Grid: The Web on Steroids
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The Grid: The Web on Steroids
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On-demand creation of powerful virtual computing systems
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Grid Computing: Take 2

e Enable communities (“virtual organizations”)
to share geographically distributed resources
as they pursue common goals—in the
absence of central control, omniscience,
trust relationships

e Via investigations of

— New applications that become possible when
resources can be shared in a coordinated way

— Protocols, algorithms, persistent
Infrastructure to facilitate sharing
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Grid Communities and Applications:
NSF National Technology Grid
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Grid Communities and Applications:
Network for Earthquake Eng.

vertical

e NEESgrid: national L @f%"” _ ,ﬂnwd,n,j]
infrastructure to couple a1 TS
earthquake engineers
with experimental
facilities, databases,
computers, & each other

e On-demand access to
experiments, data
streams, computing,
archives, collaboration
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NEESgrid: Argonne, Michigan, NCSA, UIUC, USC



Grid Communities and Applications:
Mathematicians Solve NUG30

e Community=an informal = A ]
collaboration of = j’ g L h}.ﬁ _ ,?
mathematicians and ;=i |, ,;*f_é “ﬁi LT
computer scientists - I

e Condor-G delivers 3.46E8" 5

|

CPU SeCOndS in 7 dayS o . L

Spgak 1;)?9 :oro;es§ors) N 1452824131615,

.S. and ltaly (8 sites) 10,9,21,2,4,29,25,22,

e Solves NUG30 guadratic 13,26.17,30.6,20.19,
assignment problem 8 18.7.27.12.11.23

MetaNEOS: Argonne, lowa, Northwestern, Wisconsin




Grid Communities and Applications:
Home Computers Evaluate AIDS Drugs

e Community =

— 1000s of home
computer users

— Philanthropic
computing vendor
(Entropia)

— Research group
(Scripps)

e Common goal=
advance AIDS
research

b Fight AIDS @ Home

p The AIDS Crisis

p How Your PC can Help
b Project Status

p Get the Download

b Research Team

_ Free Software for Your PC - By downloading

Entropia onto your PC, FightAlDS@Home uses
your camputer's idle resources to accelerate
powerful new anti-HIY drug design research!

FightAlDS@&Home is a computational research

project conducted by the Olson labaratory at The

Scripps Research Institute in La Jolla, Califarnia.
The project uses Entropia‘s global Internet

b The Discmery puting grid, which runs bath commercial and

p Links and Communities TF

p Entropia

earch applications on PCs,

b Link Your Site to FA@H How Your PC Helps - FightAlDS@&@Home uses

b FAQ

September 22, 2000

your camputer to generate and test millions of
candidate drug compounds against detailed
models of evalving HIY viruses, a feat previously
irmpassible without dozens of multi-million dollar
supercomputers. Every PC matters!

the Olson laboratory ax

I'he Scrnipps Research Institute

powered by

2 @entropla

Getting started iz eazy -
download and install
Entropia's free software nowl

I

Get Project News via E-mail

Enter your email address
below to receive
FightAlDS @Home news
and announcements!
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e Mid to late 90s

—Early experiments (e.g., I-WAY), academlc
software projects (e.g., Globus), application
experiments

e 2000
—Major application communities emerging
—Major infrastructure deployments
—Rich technology base

—Grid Forum: >300 people, =90 orgs, 11 countries
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Technical Landscape



Grid Technical Challenges:
Sharing, Coordinated Use

e New problem solving methods and tools
— Data, computing, collaboration, sensors, ...

e Numerous cross-cutting technical problems

— Authentication, authorization, policy, audit;
resource discovery, access, allocation, control;
failure detection & recovery; brokering; ...; ...

e No central control, omniscience, trust; hence
— Need to preserve local site independence
— Policy discovery and negotiation important
— Myriad interesting failure modes
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How Are Cross-Cutting
Technical Issues Addressed?

e Development of Grid protocols & services
— Protocol-mediated access to remote resources

— New services: e.g., resource brokering
— *“On the Grid” = speak Intergrid protocols
— Mostly (extensions to) existing protocols

e Development of Grid APIs & SDKs

— Facilitate application development by supplying
higher-level abstractions

e The (hugely successful) model is the Internet
e The _Grid is not a distributed OS!
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Layered Grid Architecture
(By Analogy to Internet Architecture)
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Layered Grid Architecture
(By Analogy to Internet Architecture)

“Managing multiple resources”:

ubiquitous infrastructure services _

“Sharing single resources”:
negotiating access, controlling use

Resource

“Talking to things”: communication
(Internet protocols) & security

Connectivity

“Controlling things locally”: Access

to, & control of, resources Fabric

foster@mcs.anl.gov ARGONNE 4+ CHICAGO



Layered Grid Architecture
(By Analogy to Internet Architecture)

“Specialized services”: user- or
appln-specific distributed services

User

“Managing multiple resources”:

ubiquitous infrastructure services _

“Sharing single resources”:
negotiating access, controlling use

Resource

“Talking to things”: communication
(Internet protocols) & security

Connectivity

“Controlling things locally”: Access

to, & control of, resources Fabric

foster@mcs.anl.gov ARGONNE 4+ CHICAGO



Layered Grid Architecture
(By Analogy to Internet Architecture)

Application

'

“Specialized services”: user- or
appln-specific distributed services

User

v
“Managing multiple resources”:

ubiquitous infrastructure services _

“Sharing single resources”:
negotiating access, controlling use

Resource

“Talking to things”: communication
(Internet protocols) & security

Connectivity

“Controlling things locally”: Access

to, & control of, resources Fabric

foster@mcs.anl.gov ARGONNE 4+ CHICAGO



Layered Grid Architecture
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Application
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Resource
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“Controlling things locally”: Access -
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Protocols, Services, and Interfaces
Occur at Each Level

Applications |

CarauRGE P

| User Service APIs and SDKs |

User Service Protocols
| User Services |

v

Collective Service Protocols

| Resource APIs and SDKs |

Resource Service Protocols

| Resource Services

| Connectivity APIls |

Connectivity Protocols Local Access APIs and Protocols
| Fabric Layer |
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Grid Services Architecture:
Fabric Layer Protocols & Services

e Just what you would expect: the diverse
mix of resources that may be shared
— Individual computers, Condor pools, file

systems, archives, metadata catalogs,
networks, sensors, etc., etc.

e Few constraints on low-level technology:
connectivity and resource level protocols
form the “neck in the hourglass”

e Defined by interfaces not physical
characteristics
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Grid Services Architecture:
Connectivity Layer Protocols & Services

e Communication
— Internet protocols: IP, DNS, routing, etc.

e Security: Grid Security Infrastructure (GSI)

— Uniform authentication & authorization
mechanisms in multi-institutional setting

— Single sign-on, delegation, identity mapping
— Public key technology, SSL, X.509, GSS-API

— Supporting infrastructure: Certificate
Authorities, key management, etc.

GSI: www.globus.org



Grid Services Architecture:
Resource Layer Protocols & Services

e Grid Resource Allocation Mgmt (GRAM)

— Remote allocation, reservation, monitoring,
control of compute resources

e GridFTP protocol (FTP extensions)
— High-performance data access & transport

e Grid Resource Information Service (GRIS)
— Access to structure & state information

e Network reservation, monitoring, control

e All integrated with GSI: authentication,

authorization, policy, delegation

GRAM, GridFTP, GRIS: www.globus.org



Grid Services Architecture:
Collective Layer Protocols & Services

e Index servers aka metadirectory services

— Custom views on dynamic resource collections
assembled by a community

e Resource brokers (e.g., Condor Matchmaker)
— Resource discovery and allocation

e Replica catalogs
e Co-reservation and co-allocation services
e Etc., etc.

Metadirectory: www.globus.org; Condor: www.cs.wisc.edu/condor



~

Example: User Portal | API

SDK
I
AppIn Web Portal ) Lookup
——== " Protocol
User |- Source code discovery, application Source
configuration . | Code Repository

Collective Brokering, co-allocation, certificate
authorities

Access to data, access to computers,

Resource
access to network performance data, ...

Communication, service discovery (DNS),

Connect authentication, authorization, delegation

Fabric | Storage systems, clusters, networks, ...

foster@mcs.anl.gov ARGONNE 4 CHICAGO



~

Example: User Portal | API

SDK
I
AppIn Web Portal ) Lookup
——== " Protocol
User | Source code discovery; application Source
configuration . | Code Repository

Collective Brokering, co-allocation, certificate

authorities ’

API
Access to data< SDK
Resource S S 1
access to network pertormance data, ... ~~|. N
~ ccess
; ] . ; ~ Protocol
Connect Communication, service discovery (DNS), *
onnec authentication, authorization, delegation
Compute
Fabric | Storage systems, clusters, networks, ... \ Resource
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Example:

High-Throughput Computing System

SDK
[
Appln ' i C-point
PP High Throughput Computing System - o, oo
User [[Dynamic chec@jﬁﬁ management, Checkpoint
failover, staging g  REREEony
Collective | Brokering, certificate authorities

Resource | Access to data, access to computers,
access to network performance data

Connect | Communication, service discovery (DNS),
authentication, authorization, delegation

Fabric | Storage systems, schedulers
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High-Throughput Computing S

Appln

User

Collective

Resource

Connect

Fabric
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Example:

High Throughput Computing System

-
”’
”
-

—

‘Dynamic chec@jﬁﬁ management,

failover, staging

Brokering, certificate authorities

Access to data< ?’\ _
access to network performance data -~

Communication, service discovery (DNS),
authentication, authorization, delegation

Storage systems, schedulers

stem

API

SDK

I
C-point
Protocol

v

Checkpoint
Repository

API

SDK

Access
Protocol

v

Compute
Resource
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Data Grids



Data Grid Problem

e “Enable a geographically distributed
community [of thousands] to pool their
resources in order to perform sophisticated,
computationally intensive analyses on
Petabytes of data”

e Note that this problem
— Is not unique to physics
— Overlaps strongly with other Grid problems

e Data Grids do introduce new requirements
and R&D challenges
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Data Grid Hierarchy Concept

~100 MBytes/sec

There is a “bunch crossing” every 25 nsecs.

There are 100 “triggers” per second ~100 MBytes/sec

~622 Mbits/sec

~1 TIPS

Physicists work on analysis “channels”.

Eachtriggeredeventis =t MByteimsize

~622 Mbits/sec
or Air Freight (depre

Each institute will have ~10 physicists working on one or more
channels; data for these channels should be cached by the
institute server
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Major Data Grid Projects

e Earth System Grid (DOE Office of Science)
— DG technologies, climate applications

e European Data Grid (EU)
— DG technologies & deployment in EU

e GriPhyN (NSF ITR)
— Investigation of “Virtual Data” concept

e Particle Physics Data Grid (DOE Science)
— DG applications for HENP experiments
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Data Grid Architecture

Appln Discipline-Specific Data Grid Application

User | Coherency control, replica selection, task management,
virtual data catalog, virtual data code catalog, ...

Collective | Replica catalog, replica management, co-allocation,
certificate authorities, metadata catalogs,

Access to data, access to computers, access to network

Resource
performance data, ...

Communication, service discovery (DNS),

Connect authentication, authorization, delegation

Fabric | Storage systems, clusters, networks, network caches, ...
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Globus Data-Intensive

_ _ Replica
Services Architecture Programs
Custom lobus-url-co lobus re Iic; manaqger
Servers 9 PY | 19 _replica g

Custom | | globus gass
Clients l

!

!

globus gass copy

!

globus gass_transfer

!

globus_ ftp client

!

\ 4

globus_ ftp control

globus_ replica catalog

Legend

!

Program

globus_io

Library

!

Already
exist

\

!

OpenLDAP client

—

globus _common

GSI (security)




High-Level View of Earth System Grid:
A Model Architecture for Data Grids

Attribute :
Metadata | Specification Replica
Catallog | Application Ca’Fang _
Logical Collection and Selec:ced Multiple Locations
Logical File Name Replica

Performance
Information &
Predictions

GridFTP commands

Disk Cache

Disk Array Disk Cache
Replica Location 1 Replica Location 2 Replica Location 3
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Grid Physics Network (GriPhyN)

Enabling R&D for advanced data grid systems,
focusing In particular on Virtual Data concept

Production Team

Individual Investigator I I Other Users
D]

l » Interactive User Tools [« l
\ /
, v \

Virtual Data Tools Request Pl_annlng and Request Execution

N Scheduling Tools Management Tools

~< Y

Resource Security and Other Grid

Management Policy Services

Services Services
C M S } Transforms i
L I G O Raw data Distributed resources

source
I:I O (code, storage,

S DSS OO0O0 computers, and network
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The Virtual Data Concept

“[a virtual data grid enables] the definition
and delivery of a potentially unlimited
virtual space of data products derived from
other data. In this virtual space, requests
can be satisfied via direct retrieval of
materialized products and/or computation,
with local and global resource management,
policy, and security constraints determining
the strategy used.”
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V| rtu al Data Major Archive '@4
- - Facilities -
IN Action ’

/ Ooooog
[iiiij /' BE38E
e Data request may
e Access local data @
e Compute locally A A-—d
[ oooo

+ Network caches &

e Compute remotely Ej |y

e Access remote regional centers____ ,AgHg
data
e Scheduling subject
no ]
to local & global oo ]
—————— Yo ooo ocal
policies sites

e Local autonomy
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Summary

e Grid computing concepts are real: they
underlie a variety of major projects in
physics, other sciences, and industry

e Promise is that by allowing coordinating
sharing, enable quantitative & qualitative
changes in problem solving techniques

e Clear picture of Grid architecture emerging

e Data Grid concepts and technologies are
less mature but are appearing rapidly
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e Book (Morgan Kaufman)

— www.mkp.com/grids G RI D

e Globus
— www.globus.org i LA Yoy

e Grid Forum
— www.gridforum.org

e PPDG
— www.ppdg.net

e GriPhyN

— WWW.griphyn.org
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The End



