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BVCAM: Supporting Large-Scale Videoconferencing With Asynchronous Video

Matthew Allen, Dr. Bruno Emond, Dr. William McIver, Jr.

Abstract

Videoconferencing is an increasingly popular technology for distance communication, seeing an ever-expanding variety of applications. As such, the ability to use this technology effectively faces an increasing number of social and technical challenges, especially in conferences involving large groups of participants. It is in these types of conferences especially where certain needs and issues become more pronounced. This paper provides background on the issues present in this type of conference, and describes a method and design for complementing the traditional conference setup with an additional, asynchronous mode of communication, in order to increase the effectiveness of videoconferencing as a communications medium for large group settings. It then details the technical implementation of BVCAM, a working prototype of this design, toward improving the effectiveness of a specific high-volume videoconference scenario, with numerous events involving hundreds of students in schools across Canada. Finally, this paper describes the features which make BVCAM a unique technology and how it can be extended to other applications.

Introduction

The Broadband Visual Communications Strategic Initiative is a research project based in the National Research Council's Institute for Information Technology, which aims to improve the effectiveness of medium- to large-scale videoconferencing sessions as a communications medium. As the number of participants in a videoconferencing session increases, several issues arise that can hinder effective communication. This paper describes the design and implementation of the BVCAM service as a tool for facilitating effective communication in conferences involving large groups.

Videoconferencing is distinct from other forms of distance communication due to its visual component, which provides both speakers and listeners with non-verbal cues that can be beneficial for improving understanding and clarifying the organizational structure of conversation [1], if the technology is used effectively. These non-verbal interactions are subtle, yet contribute a great deal to facilitating and understanding the mechanics of conversation [2].

How to effectively make use of videoconferencing as a tool for communication is a much-debated topic itself. Despite the advantages offered by visual communication, many common social and technical shortcomings have been identified that can negate these benefits, or even detract from the overall effectiveness of the session. Many guidelines and good practice recommendations have been suggested to address these issues [3]; however, as the number of participants in the session increases to larger numbers, it becomes increasingly challenging for organizers to apply these recommendations successfully [4].

Such a large-scale videoconference is a form of synchronous communication; each participant must speak in turn, while the others are passive listeners. Asynchronous communication where the sending and receiving of messages are decoupled offers its own set of advantages and disadvantages; while it does not suffer the same constraints on time and space, asynchronous communication alone is not well suited to maintaining a solid, coherent conference where large groups are involved.
**Design Goals**

The asynchronous model of communication is free of many of the issues that occur in the synchronous model; however, synchronous communication is required to drive the conference and keep it coherent and on-topic. While each model has its own applications and domains, our goal is to make use of the advantages of both models so that they complement one another. In order to implement such a combined model, a method of asynchronous communication that complements the main conference must be designed and integrated into the conference scenario. The main testing grounds for our technology is the Virtual Classroom program, in which hundreds of students from several high schools across Canada meet in large-scale conferences to discuss various current social issues. Our role has been to integrate our asynchronous solution into the conferences to facilitate communication between the students of the various schools.

**BVCAM: Design and Implementation**

BVCAM, the Broadband Virtual CAMera, aims to provide a modular and extensible framework for event-driven asynchronous video communication, by enabling the recording, archiving and presentation of videos over H.323. The H.323 family of protocols is a widely implemented specification for audio and visual communication over a network, defined by the ITU Telecommunications Standardization Sector (ITU-T) [5]. H.323 defines protocols for many types of multimedia exchange and has been widely used in such areas as Voice-over-IP telephone networks and full-featured videoconferencing systems.

*Peer-Generated Videos* are an important concept in asynchronous video communication; they are videos produced for and consumed by a network of peers. In the Virtual Classroom context, providing the means for creating and sharing Peer-Generated Videos provides a channel of asynchronous communication between the students of the various schools.

![System Overview Diagram](image)

**Figure 1: system overview**

BVCAM is made up of various modules, which are connected in a web services framework. The service can be extending by creating or replacing modules, which communicate over well-defined interfaces. This allows BVCAM to be tailored to specific applications.

**BVCAM recording service:**

The core BVCAM recording service is a clustered server design, fronted by a manager server (Session Manager). The clustered servers, or Drones, each operate as an H.323 endpoint, and are...
controlled by messages from the Session Manager. Figure 2 shows the progression of a typical session, while figure 3 describes the components of the recording service:

![Client session flowchart](image)

Figure 2: client session flowchart

![Components of the recording service](image)

Figure 3: components of the recording service

The Session Manager accepts requests from clients to begin a recording session. A Drone from the cluster is assigned to the session to handle the actual recording, and the Session Manager provides the client with the details necessary to connect with the Drone in an H.323 session. The Drone participates in the H.323 session as a peer; it receives audio and video like any other site, sending back an image signaling its status as its video stream.

![Status image sent to client during H.323 call](image)

Figure 4: status image sent to client during H.323 call

Once connected, the client may then make requests to have the Drone record any number of videos from its perspective in the H.323 call. The Session Manager keeps a reference to each of the session's recorded videos, which can be provided as a URL to the client allowing access to the resulting videos directly; since the Drone records them on the remote end, the videos can be made available for viewing immediately. When the client is finished, it ends the recording session and the H.323 connection with the Drone, which is returned to the pool of available Drone units.
Additional processing through service modules
The results of the recording session may be processed by a number of additional modules at this point. The references to the recorded videos can then be passed to an indexing service (the Content Server). The Content Server associates with each video metadata that is used to organize the videos and stores this information in a database, allowing videos to be searched for and presented in a way that is appropriate to the context of the service. Another module, the Transcoder, processes video files in order to convert them to a desired format; for example, the videos can be converted to a streamable media format and served by a streaming video server.

Applicability of BVCAM Toward Design Goals
Due to its flexible design, the complete BVCAM service can be implemented and extended to suit various contexts. In the Virtual Classroom context, the Content Server allowed the recorded videos to be archived and index by event, topic and thread of discussion. BVCAM provided the asynchronous mode of communication to be partnered with the synchronous videoconference, adding an additional channel for participatory exchange that does not suffer from the same time and space constraints as the synchronous conference. These two channels supplement each other, as short videos can be produced and consumed before, during and after the main conference event, allowing the content discussed in each channel to feed back into the other:

![Figure 4: Asynchronous communication as a complementary medium](image)

In this way, both participation and perceived connectedness between participants are increased. Participants have an additional medium in which to voice ideas, concerns and reactions that may have been omitted from the synchronous group discussion due to time constraints. Ideas can be fully articulated before recording, and the value of non-verbal cues to the viewer may be increased by the short video's focus on a small group or individual, rather than an entire conference site. The viewer becomes an active, rather than simply passive, part of the exchange, by choosing what videos to watch and when, with the option to reply immediately or at any future time.

Features Unique to BVCAM
Asynchronous communication is a widely used concept; examples include modern inventions such as e-mail and discussion boards, but extend far into our history in many forms. Services making use of asynchronous video technology are also not new. Web sites like YouTube have been providing this type of communication for years, with millions of users viewing and posting short videos aimed at an audience of their peers. Many sites also feature flash applications that can capture webcam input, to allow posting of videos without uploading. It is thus worth highlighting a few of the aspects of BVCAM that make it a unique technology:

- **H.323 recording capabilities.** Because BVCAM runs on H.323, it is able to record calls with hardware videoconferencing units (such as Polycom and Tandberg units) as well as software clients, and is able to record conferences involving multiple sites at once.
- **Extensible design:** Because it is modular in design and web service-based, it is able to be
customized for specific applications. Any kind of presentation layer or content management scheme can be designed, and videos produced by BVCAM can be run through a custom transcoder service to produce videos of a desired format. The Drones could even be extended to support other protocols, such as SIP, without breaking compatibility with the rest of the service.

- **Software-based:** Unlike hardware-based recording solutions offered by vendors of videoconferencing units, BVCAM does not need to be physically located with other equipment. Because it offers a non-proprietary interface, it can be used alongside any H.323 hardware or software. Since it is software-based, it is relatively inexpensive to set up.

**Conclusion**

BVCAM provides the ability to generate, archive and present Peer-Generated Videos as a complement to existing H.323 videoconferencing technology. It enables an asynchronous communication channel that addresses deficiencies in the synchronous model and allows conferences to scale to larger groups and multiple sites, while helping to preserve the level of participation, understanding and connectedness found in smaller conferences.

**References**

Non-Canonical Software Requirements as Subjective Propositional Belief Bases
Ebrahim Bagheri

Abstract
Non-canonical requirement specifications refer to a set of software requirements that are either inconsistent, vague or incomplete. In this work, we intend to provide a correspondence between requirement specifications and annotated propositional belief bases widely used in Artificial Intelligence. Through this analogy, we are able to analyze the contents of a given set of requirement collections known as viewpoints and specify whether they are incomplete, incoherent, or inconsistent under a closed-world assumption. Based on the requirements collections’ properties, we will define a viewpoint integration game through which the inconsistencies of the non-canonical requirement specification are resolved. The outcome of this game is a set of inconsistency-free requirement collections that can be easily integrated to form a unique fair representative of the initial requirements collections.

1 Introduction
Requirement engineers often struggle to define a set of clear, consistent, coherent and comprehensive requirement expressions for a software entity. In order to reach a satisfying compilation of software requirement specifications, some requirement analysts have become attracted towards the use of information from multiple sources. Here, the sources of information are known as viewpoints.

Some of the important issues that need to be addressed in the viewpoint-based requirement engineering models are: 1) The identification of inconsistent, redundant, vague, and incomplete requirement specifications which are gathered from various sources of information. 2) The resolution of discrepancies and redundancies through the degradation of problematic requirement specifications and the fortification of reinforcing and clear requirement statements. 3) The development of an inconsistency-free, meaningful and covering representative requirements model for a given software entity derived from the individual requirement specifications gathered from the viewpoints.

There have been various proposals for the management of such non-canonical requirement specifications through their prioritization. In these work, each statement of the requirement specifications is annotated with a value depicting its significance, substance or validity. In this regards, both Sabetzadeh and Easterbrook [8] and Mu et al. [6] have proposed the employment of Annotated Predicate
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Calculus (APC), a special form of paraconsistent logics, to represent requirement statements priority information. In APC, the syntax and semantics of the logic correspond with that of classical logic except that the formulae are annotated with values extracted from a belief semi-lattice. Within this framework, the least upper bound operator is employed to reason about the validity of the requirement specifications. In a similar vein, Ghose and Lin propose the employment of ranked structures to represent the preference relationships between the requirement specifications [4]. In their model, inconsistent viewpoints can be handled through an incremental elicitation game of ranked structures.
In this work, we intend to formally show that the notion of viewpoints in requirement engineering can be represented by subjective propositional knowledge bases. In our model, the formulae in propositional knowledge bases are annotated with subjective opinions derived from the framework of Subjective logic [5]. Such knowledge bases are called Subjective belief bases and generalize prioritized knowledge bases that employ annotated predicate calculus or possibilistic information [7]. Based on the given definition of viewpoints, we will then be able to formally define several properties of requirements specifications such as inconsistency, completeness, coherence, etc. These properties are later employed in a belief merging game, which symbolizes the integration process of the requirement specifications provided by the viewpoints. The developed belief game produces a set of consistent and representative requirement specifications for the given specifications of the viewpoints.

More specifically, this work will provide the following contributions: 1) It will define a formal representation for requirement viewpoints within the context of subjective propositional belief bases. In this formalism, viewpoints are considered as annotated belief bases. 2) It will provide formal definitions for analyzing the properties of requirement specifications from both an individualistic and collective perspectives (essential and contingent properties of software requirements). 3) The manipulation of non-canonical requirement specifications is defined through an iterative belief integration game, as a result of which problematic specifications are resolved and a final unique requirement specification, as a representative of the initial viewpoints, is developed.

Up to now, with the kind help of my supervisor, Dr. Ghorbani, I have had some progress towards my intended goals. Some of the results of the work I have done so far have been reported in [2, 3, 1].
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Evaluating and Improving an OpenMP-based Circuit Design Tool
Timothy F. Beatty, Kenneth B. Kent, Eric E. Aubanel

Abstract
As transistor density grows, increasingly complex hardware designs may be implemented. In order to manage this complexity, hardware design must be performed at a higher level of abstraction. High level synthesis enables the automatic conversion of algorithms into hardware implementations, abstracting away the underlying complexities of hardware from the designer. A number of high level synthesis tools have recently been developed, including an OpenMP to Handel-C translator. Using a set of benchmark tests, the OpenMP to Handel-C translator is evaluated on several criteria, with the goal identifying any performance issues. Improvements to the translator, including a new compiler directive allowing customizable register width, are described.

1 Introduction
A custom hardware solution is often required when the performance, physical size, and power consumption needs of an application go beyond the capabilities of a general purpose processor. Custom hardware designs allow for maximal exploitation of parallelism, leading to better performance over general purpose processors. Physical resource requirements are reduced when a circuit is customized to a specific application and leads to reduced physical size and power consumption. Field-programmable gate arrays provide a suitable platform for implementing such custom hardware solutions.

A field-programmable gate array (FPGA) is programmable logic device which can be configured to implement any logical function. FPGA technology has been implemented in various data-and computationally-intensive applications including signal processing, facial recognition, cryptography, and bioinformatics. Shorter time-to-market, reduced power consumption, and in-system design verification are among the benefits of FPGAs over traditional application-specific integrated circuit (ASIC) technology.

As transistor density grows with Moore’s law, larger and more complex designs can be implemented, increasing the difficulty of FPGA and ASIC design. In order to manage this complexity, hardware design languages must enable design at a higher level of abstraction than traditional hardware design languages provide.

Using traditional hardware design languages, design is performed at the register transfer level. At this level, the hardware design is specified in terms signal flow between registers and the logical operations performed on those signals. The design process at this level often requires a time consuming, manual effort. At a higher level of abstraction, the underlying complexity of the hardware may be hidden from the designer, reducing the manual effort required for design entry. High level synthesis, enabling the automatic conversion of algorithms into hardware implementations, has been examined by several authors [1, 2]. A recent study demonstrates the gains in productivity [3].

The remainder of this paper is organized as follows: section 2 discusses the necessary background materials, section 3 describes the project motivation and methodology and section 4 provides some preliminary results.
2 Background
Ideally, a high level synthesis tool would allow a programmer to design hardware without being subjected to a learning curve. Using a mature, established, general purpose programming language as the basis for such a tool allows this learning curve to be avoided. Several additional benefits may be gained. For example, previously available tools, such as development environments, profilers, and debuggers may be leveraged without modification.

Synthesis of hardware from general purpose languages has been examined in several studies [4, 5, 6]. Though a number of challenges have been identified, some progress has been made. Wong et al. have achieved favorable results with a high level synthesis tool that accepts a C program, annotated with OpenMP pragmas, as input and outputs a synthesizeable Handel-C program [7]. This project will be described in further detail in section 2.3.

2.1 Handel-C
Handel-C is a behavioral hardware description language designed by Celoxica [8]. The language contains a subset of C language elements which are suitable to hardware design as well as extensions to support concurrency. Intercommunication between parallel processing elements is provided through a communicating sequential process based model. Signed and unsigned integer datatypes are supported natively and support for fixed and floating point numbers is provided through a set of libraries. Width of variables may be specified at declaration time.

2.2 OpenMP
OpenMP provides an application program interface (API) for shared-memory parallel programming in C/C++ and Fortran [9]. The OpenMP API employs a fork-join model of execution by which the programmer can direct the main thread of execution to fork a pool of worker threads for work sharing purposes. When these threads complete their execution, they are joined together, and the main thread of execution resumes.

The OpenMP API provides a set of directives and clauses which are realized in C/C++ through pragma directives. Using these directives, the programmer can specify parallelism within their program. A set of runtime functions is also provided by the OpenMP library for specifying and querying environment settings such as the number of threads.

2.3 OpenMP to Handel-C Translator
The OpenMP to Handel-C translator described in [7] is based on a project called C-Breeze. C-Breeze, an infrastructure for building C compilers developed at the University of Texas at Austin [10], parses a C program into an abstract syntax tree. The C-Breeze lexer and parser have been modified to accept OpenMP directives and new abstract syntax tree nodes were added to represent most OpenMP constructs. After a series of preprocessing steps, including a check to ensure OpenMP nesting and binding rules are followed, the abstract syntax tree is translated into a Handel-C program via a set of algorithms described in [11].

3 Translator Evaluation
While the results shown in [11] demonstrate a correct implementation, performance and resource usage statistics are not examined in significant detail. Further benchmarking of the translator is required in order to collect detailed performance and resource usage data. An analysis of these results will allow any inefficiencies in the translation to be identified. Furthermore, a baseline for performance and resource usage can be established which may be used in demonstrating the
performance gains or resource usage improvements obtained in future improvements to the translator such as those proposed in [12, 13]. Overlooked implementation issues causing incorrect results may also be identified through this process.

3.1 Methodology
An initial set of benchmark tests has been selected for obtaining performance and resource usage data. These tests include parallel implementations of a fixed-point Mandelbrot set generator, the Miller-Rabin primality test, and systolic sequence alignment. These algorithms use the majority of the OpenMP directives provided by the translator. Unused OpenMP directives will later be identified for future benchmarking.

To obtain benchmark data, the test programs are first translated to Handel-C. Using Celoxica’s DK IDE 5.0 debugger, clock cycles are computed and then recorded. The translated Handel-C program is converted to a hardware-specific VHDL file (in this case for a Xilinx Spartan3 FPGA) and a NAND gate count recorded. Using Xilinx ISE 9.1, logic slice and 4-input look-up table counts are generated and collected from the map report. The post place-and-route timing report provides the minimum clock period and maximum clock frequency. The execution time is given by the number of clock cycles multiplied by the minimum clock period.

4 Preliminary Results
Benchmark data has been obtained for the parallel Mandelbrot generator with 1-4 threads and an image size of 640x480 pixels. These results are shown in Figure 1. The remaining benchmarks have been implemented but data has not yet been collected.

5 Proposed Improvements
In the translator’s current state, all integers in the source program are translated to 32-bit registers. While this guarantees that hardware and software implementations of an OpenMP program are the same with respect to data storage, it may lead to inefficiency when smaller registers are sufficient.

5.1 Customizable Bit Width
Customizable bit width should lead to resource savings and faster clock rates. To maintain consistency with the OpenMP compiler directive scheme, a new pragma directive has been implemented allowing variable and function declarations to be annotated with a desired bit width. Figure 2 shows a code fragment using the bit width directive and the resulting Handel-C output generated by the translator is shown in Figure 3.
```c
#pragma handelc width 8
int x;

#pragma handelc function \ return 8 params (8, 16)
int my_function (int param1, int param2);

```
Using bit width customization, the parallel Mandelbrot set generator was translated using registers of 16, 32, and 48 bits wide. The resulting performance and resource usage graphs are shown in Figure 4. The 48-bit version consumed all available resources with just two threads, and so only two data points are plotted for each metric.

6 Conclusion
Performance and resource usage data was collected from one of the selected benchmark tests, the parallel Mandelbrot set generator. A new compiler directive allowing customizable bit width was implemented and subsequent data was collected. While more data must be collected before any generalizations are made, initial indicators suggest that customizable bit width leads to better performance and resource usage.

References
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Combining Rules, Taxonomies and Probabilities in the Extended OO jDREW Rule Engine
Harold Boley, Benjamin Larry Craig, Judy Zhao, Greg Sherman, Tshering Dema

Abstract
OO jDREW extensions are discussed for top-down and bottom-up rule execution, a Findall solutions predicate for the top-down engine, dual rule syntax, light-weight rule-ontology combination, and importing knowledge bases from Web sources. A design is presented for introducing uncertainty management to knowledge representation with rules, and exemplified with a Currency Exchange example.

1 Introduction
There are two kinds of knowledge bases (KBs) that can be expressed in the RuleML interchange language and its POSL presentation syntax <http://www.ruleml.org> as implemented in OO jDREW <http://www.jdrew.org/oojdrew>: Rule KBs (e.g., in propositional logic, Datalog, and Horn logic with negation as failure) and the subClassOf taxonomy backbone of ontology KBs (e.g., of frame-based languages, RDFS, and description logic).

We present OO jDREW extensions including top-down and bottom-up rule execution, a Findall solutions predicate for the top-down engine, dual rule syntax, light-weight rule-ontology combination and importing KBs from Web sources.

Extending our efforts to bridge rules and taxonomies use OO jDREW as a reasoning engine for RuleML and POSL, we then present a design to introduce uncertainty management into knowledge representation in both KB categories and work on bridging probabilities, rules and taxonomies, as shown in Fig. 1.

As a starting point, we first introduce probabilities to knowledge representation in rules exemplified with a Currency Exchange example. This effort will include the following three main steps:

- Extend POSL to allow additional probabilistic information;
- Convert a Bayesian Network into a probabilistic POSL KB that can be read into probabilistically extended OO jDREW;
- Query and reasoning based on the converted Bayesian Network using extended OO jDREW.

2 Extended OO jDREW Features
2.1 Top-Down and Bottom-up Rule Execution
OO jDREW allows support for two different types of reasoning namely bottom up and top down. Bottom-up execution is used to infer all derivable knowledge from a set of clauses and is also known as forward reasoning. Top-down execution is used to solve a query on the KB and is sometimes called backward reasoning. Having both modes of execution is useful depending on what user applications require.
2.2 Findall Solutions Predicate for the Top-Down engine
OO jDREW has Prolog like primitives, one of these primitives is the findall solutions predicate. The findall solutions allows the top-down engine to find all the solutions to a selected query. The answer is then returned as a container of all the solutions to the given query.

2.3 Dual Rule Syntax
The engine contains parsers for both the POSL (Positional Slotted Language) and RuleML. POSL, is an ASCII language combining Prolog and F-logic, which can be used as a shorthand for the XML-based RuleML. RuleML is the XML based language that describes the rule mark up language. POSL is used as a human-readable syntax for RuleML while RuleML XML is used as an interchange language.

2.4 Light-Weight Rule-Ontology Combination
OO jDREW contains support for an order-sorted type system which specifies a taxonomy of classes. Having a type system allows the user to take advantage employing a taxonomy in their rules. Also using types can restrict the search space during queries that can improve query times. Ontologies are defined as Resource Description Framework schema in the OO jDREW engine. A new feature recently added to OO jDREW is the capability to create ontologies using POSL instead of the XML syntax of RDFS. The POSL syntax uses the predicate subsumes(class1, class2) to define that class1 is a subclass of class2. Also the POSL syntax allows for querying based on sub class, super class, great lower bound and least upper bound of classes.

2.5 Importing KBs from Web sources
In order to improve the exibility of OO jDREW the feature of importing rule bases and ontologies from web-based sources has been implemented. This feature is vital in allowing OO jDREW to become more web-ready. The convenience of reading web-sources is important because these sources are continuously updated and a user of OO jDREW will not be required to update their KBs when these sources change.

3 From Propositional to Probabilistic Rules
It is well known that there are two important quantities in a currency trading market, the interest rate and the inflation rate of a currency, which affect two other quantities, the supply and exchange rate of the currency. From finance theory, we know that when the interest rate of a currency is not rising (i.e., stagnating or falling) and its inflation rate is rising, then the supply of this currency on the currency trading market tends to be rising. Furthermore, when the supply is not rising (again, stagnating or falling), then the exchange rate for this currency tends to be rising. This
knowledge can be roughly formalized in Propositional Logic (with negation as failure: naf) using four nullary predicates expressing the rising of these quantities (Interest: Interest Rate; Ination: Ination Rate; Supply: Supply on Market; Exchange: Currency Exchange rate). In this initial model, there are two facts and rules, which can be written in POSL as follows (the empty parenthesis pairs are usually omitted in Propositional Logic, but prepare the following steps):

\[
\begin{align*}
\text{Interest}(). \\
\text{Inflation}(). \\
\text{Supply}() :& \neg \text{Interest}(), \text{Inflation}(). \\
\text{Exchange}() :& \neg \text{Supply}().
\end{align*}
\]

In a step towards a more realistic model, we introduce two arguments, time and currency, for all four predicates, obtaining a KB in Datalog is shown as follows (parentheses enclose two constants or variables, the latter being prefixed in POSL by a question mark):

\[
\begin{align*}
\text{Interest}("2008-03-17", \text{CAD}). \\
\text{Inflation}("2008-03-17", \text{CAD}). \\
\text{Supply}(?T,?C) :& \neg \text{Interest}(?T,?C), \text{Inflation}(?T,?C). \\
\text{Exchange}(?T,?C) :& \neg \text{Supply}(?T,?C).
\end{align*}
\]

![Figure 2: Taxonomy of Currency](image)

For the next step, suppose we have the taxonomy of currencies shown in Fig. 2. KB in Datalog combined with taxonomy, obtaining a KB in Order-Sorted Datalog, is shown as follows, where the colon infix associates a variable with its type (a class from the taxonomy) and the question mark refers to an anonymous variable:

\[
\begin{align*}
\text{Inflation}("2008-03-17", ?:\text{CAD}). \\
\text{Interest}("2008-03-17", ?:\text{CAD}). \\
\text{Supply}(?T,?C:\text{NorthAmericanCurrency}) :&\neg \text{Interest}(?T,?C:\text{NorthAmericanCurrency}), \text{Inflation}(?T,?C:\text{NorthAmericanCurrency}). \\
\text{Exchange}(?T:\text{Date}, ?C:\text{NorthAmericanCurrency}) :- \neg \text{Supply}(?T:\text{Date}, ?C:\text{NorthAmericanCurrency}).
\end{align*}
\]

For the next step, notice that such rules are not always completely true in real situations. For example, we should only state that the conditional probability for a currency exchange rate known to go up if the supply of this currency goes up is p. In traditional probability theory, it has
the form \( \text{prob}(\text{Exchange}|\text{Supply}) = p \). Based on the causal relationships between the interest rate, the inflation rate, the supply of a currency on an exchange market and the exchange rate, we can construct a Bayesian network as shown in Fig. 3.

We regard a conditional probability like \( \text{prob}(\text{Exchange} \mid \text{Supply}) = p \) as a probabilistic rule
\[
\text{Exchange}() \leftarrow \neg \text{Supply}() / p.
\]
The \( \neg \) represents a classical negation of a logical atom. The Bayesian network then becomes a probabilistic KB with the four rows of the Supply table becoming four rules, and the two rows of the Exchange table becoming two rules (in Probabilistic Propositional Logic):

\[
\begin{align*}
\text{Interest}() &/ 0.3. \\
\text{Inflation}() &/ 0.03. \\
\text{Supply}() &\leftarrow \text{Interest}(), \text{Inflation}() / 0.55. \\
\text{Supply}() &\leftarrow \text{Interest}(), \neg \text{Inflation}() / 0.94. \\
\text{Supply}() &\leftarrow \neg \text{Interest}(), \text{Inflation}() / 0.29. \\
\text{Supply}() &\leftarrow \neg \text{Interest}(), \neg \text{Inflation}() / 0.1. \\
\text{Exchange}() &\leftarrow \text{Supply}() / 0.1. \\
\text{Exchange}() &\leftarrow \neg \text{Supply}() / 0.3.
\end{align*}
\]

With such a KB, we will extend OO jDREW to do several kinds of probabilistic querying and reasoning based on the product rule, the theorem of total probability, Bayes' rule and Bayesian Networks. For example, the implementation of independent conjoined probabilities is planned as an extension of the OO jDREW Java iterator for conjunction processing.

4 Conclusion
The versions of the Currency Exchange example prior to the introduction of probabilities can already be run in the current OO jDREW, which can be used online with Java Web Start (the OO jDREW sources are freely available under GNU LGPL). The implementation of OO jDREW probability management on the Java level will follow the design presented in this paper. OO jDREW is one of the engines used by the distributed Rule Responder architecture (<http://responder.ruleml.org>). RuleML and the OO jDREW Open Source Initiative (<http://wiki.ruleml.org/OO jDREW>) have also been working with OMG's PRR http://www.omg.org/docs/dtc/07-11-04.pdf and W3C's RIF <http://www.w3.org/2005/rules/wiki/RIF Working Group>. Our companion paper in these proceedings describes the XSLT-based RDF2POSL translator along with the eTourism OO jDREW use case eTour-Plan.
Translating FOAF/RDF-like Profiles for an eTourism Use Case of OO jDREW

Harold Boley, Greg Sherman, Tshering Dema, Benjamin Larry Craig, Judy Zhao

Abstract

As a contribution to knowledge interoperation between Semantic Web languages, the XSLT-based translator RDF2POSL from OWL/RDF instances with subClassOf taxonomies to RuleML and POSL with order-sorted types is discussed. The RuleML and OO jDREW use case eTourPlan for FOAF/RDF-based travel recommendations is presented.

1 Introduction

Instances in OWL and RDF knowledge bases (KBs) are expressed as object-centric descriptions called slotted facts in the RuleML interchange language and its POSL presentation syntax <http://www.ruleml.org> as implemented in OO jDREW <http://www.jdrew.org/oojdrew>. For providing order-sorted type restrictions to slot fillers, these descriptions are complemented by the subClassOf taxonomy backbone of ontology KBs (e.g., of frame-based languages, RDFS, and description logic), also implemented in OO jDREW.

As a contribution to knowledge interoperation between Semantic Web languages, we present an XSLT translator from a subset of OWL/RDF to a subset of RuleML and POSL along with a use case of OO jDREW <http://www.ruleml.org/usecases> in eTourism.

2 XSLT-Translator OWL/RDF to RuleML/RDFS

The use of XML-based Semantic Web languages such as W3C's Resource Description Framework (RDF) and Web Ontology Language (OWL) has become widespread for describing real-world knowledge. Users of OO jDREW can take advantage of this abundance of knowledge by utilizing the power of XSLT to translate these languages into OO RuleML (hence into POSL). OWL is often used to model (light-weight) ontologies with a taxonomy backbone that can be automatically extracted into an RDFS subClassOf taxonomy for use by OO jDREW's order-sorted type system. Instance descriptions in OWL/RDF/XML can be similarly translated to slotted facts in RuleML/XML. The RDF graph in Figure 1 shows a partial instance description of a well-known museum in Bhutan for use by eTourPlan (cf. Section 3).

This knowledge may have been originally represented in RDF/XML as follows:

```xml
<rdf:Description rdf:about="Ta Dzong">
  <rdf:type rdf:resource="National_museum">
    <province>Paro</province>
  ...
  <theme>historical_cultural</theme>
</rdf:Description>
```
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We can use XSLT to perform a translation to Object Oriented RuleML/XML, representing the same knowledge:

```xml
<Atom>
    <Rel>object</Rel>
    <slot>
        <Ind>id</Ind>
        <Ind type ="National_Museum">Ta Dzong</Ind>
    </slot>
    <slot>
        <Ind>url</Ind>
        <Ind>http://www.nationalmuseum.gov.bt/history-ta-dzong.html</Ind>
    </slot>
    <slot>
        <Ind>province</Ind>
        <Ind>Paro</Ind>
    </slot>
    ...
    <slot>
        <Ind>theme</Ind>
        <Ind>historical_cultural</Ind>
    </slot>
</Atom>
```

This knowledge can also be represented in POSL using the RuleML to POSL converter <http://www.jdrew.org/oojdrew/demo/translator.jnlpas> follows:

```
object(id-:"Ta Dzong":National_museum;
    url-:"http://www.nationalmuseum.gov.bt/history-ta-dzong.html";
    province->Paro;
    ...
    theme->historical_cultural).
```
While this is just a one-to-one translation of RDF to OO RuleML, a skilled knowledge engineer can modify the RDF2POSL translator into a more domain-specific translation which would produce the following POSL representation of our earlier FOAF (Friend of A Friend)/RDF-like profile:

```
attraction(hs.name->"Ta Dzong":National_museum;
et.url->"http://www.nationalmuseum.gov.bt/history-ta-dzong.html";
et.province->Paro;
et.theme->historical_cultural;
et.open->"9amTo4pm";
hs.description->"Built in 1968 in Paro, Bhutan by the third King of Bhutan.";
hs.contact->"nmb@druknet.bt";
```

The above slotted fact describes an attraction site, "Ta Dzong" under the class National museum type and other slots describing the attraction site. The vocabularies that are borrowed from the Harmonise Ontology <http://www.harmo-ten.org> are prefixed with an `hs', while those with `et' prefixes are the user-defined vocabularies for the KB. Once these facts are converted, the resultant KB can be enhanced with rules, which can provide useful constraints and deduced relationships. For example, we can write the following rule to complement the knowledge we have transformed. This rule finds the province where the attraction is located:

```
getProvince(?Province, ?Name:Attractions):-
attraction(hs.name->?Name:Attractions; et.province->?Province!?).
```

3 A Knowledge-Based Tourist Route and Activity Planner
eTourPlan is a knowledge-based travel planner and a recommender. eTourism is a good application area for Semantic Web technologies <http://www.w3.org/2001/sw/Activity>, since information distribution and exchange are the backbones of the travel industry. The interoperability and integration of the available information on the Web can be enhanced by using ontologies and rules on a knowledge base. eTourPlan aims at a solution to enhance semantic and structure to distributed tourist information on the Web. The evaluation of the eTourPlan is performed based on Bhutan KB. The eTourPlan prototype functions as a travel planner which aids in the selection and scheduling of various tour aspects such as event selection,
the route to be taken, sightseeing attractions and accommodations according to user preferences and constraints. It can also function independently as a location centric recommender of activities and route planner.

The light-weight rule-ontology capability of OO jDREW is used to structure the tourism domain consisting of Events, Attractions and Accommodations. The RDFS class taxonomy of the Attractions class is shown in Figure 3.

The FOAF<http://www.foaf-project.org> concept in the tourism domain. The FOAF vocabulary has been extended to FOAF-like profiles of tourist entities like events and attraction sites as shown in the previous section.

A recursive subpredicate to list a number N of attractions in a province in POSL syntax is shown here. It recursively accumulates pairs of attraction's name and url in a list. The attraction premise used in the predicate refer back to the FOAF-like profile described above. This subpredicate is used to list the attractions at specific event-occurring locations for travel planning and also in location-centric recommendation of activities.
%A Recursive predicate to get a number N of attractions at a specified location.

getAttractionList(et.province->?Province;
    attractionList->[ ];
    num->0).
getAttractionList(et.province->?Province;
    attractionList->[ [?Name:Attractions, ?WebLink] | ?Rest ];
    num->?N : Integer):-
greaterThan(?N : Integer, 0 : Integer),
attraction(hs.name->?Name:Attractions;
    et.url->?WebLink;
    hs.description->?Description;
    et.theme->?Theme;
    et.province->?Province;
    hs.relatedTo->?Url!*),
subtract(?Numtleft, ?N : Integer, 1 : Integer),
getAttractionList(et.province->?Province;
    attractionList->?Rest;
    num->?Numtleft ),
notMember(?Name, ?Rest).

notMember(?X, []).
notMember(?X, [?H|?T]) :- notEqual(?X,?H), notMember(?X,?T).

4 Conclusion
Besides the preceding illustration for the eTourPlan use case, the XSLT-based RDF2POSL translator has been employed as a preprocessor for major projects using OO jDREW. The implementation of further translators to OO jDREW is planned for Semantic Web knowledge interoperation. OO jDREW can be run online using Java Web Start (the OO jDREW sources are freely available under GNU LGPL). OO jDREW is one of the engines used by the distributed Rule Responder architecture <http://responder.ruleml.org>. RuleML and the OO jDREW Open Source Initiative <http://wiki.ruleml.org/OO jDREW> have also been working with OMG's PRR <http://www.omg.org/docs/ dtc/07-11-04.pdf> and W3C's RIF <http://www.w3.org/2005/rules/ wiki/RIF Working Group>. Our companion paper in these proceedings describes the introduction of probabilities into OO jDREW along with a Currency Exchange example.
A Goal Based Methodology for Developing Domain-Specific Ontological Frameworks
Faezeh Ensan

Abstract
In this paper we propose a high-level scheme that assists ontology engineers develop appropriate ontological frameworks. By ontological frameworks we mean those structures that specify particular phases and also provide implemented components for developing ontologies. Based on the i* conceptual modeling framework, our proposed scheme guides ontology engineers by customizing a suitable ontological framework based on their preferences and their specific domain necessities. In the proposed scheme, we specify the users of an ontological framework, their high-level softgoals as well as the goals that contribute to these softgoals. We exploit business processes and bind them to the goals in order to implement the framework.

1. Introduction
The field of ontology engineering has witnessed a wide range of algorithms, tools and methodologies for developing and maintaining different types of ontologies. In [Ensan and Du, 2007] we have classified different ontological frameworks and have analyzed their features from a domain-centric point of view. By ontological frameworks we mean those proposals that specify particular phases and also provide implemented components for developing ontologies. Several frameworks address the issue of constructing and maintaining domain ontologies in the literature. Maedche et al. [Maedche and Staab, 2001] have designed a framework for ontology learning. Their framework provides ontology engineers with proper tools for modeling and designing domain ontologies. It also offers semi-automatic techniques for extracting ontological concepts from structured and natural language documents. Ontolearn [Navigli and Velardi, 2004] is another framework for learning domain based ontologies from a set of relevant documents. It includes an algorithm for identifying the proper sense (meaning) of each term in a compound phrase using machine learning techniques.

The existing models mostly exploit knowledge extraction, integration and maintenance methods to form the best framework for creating suitable domain ontologies. The most important questions that arise are how should a framework employ different components and methods? Which algorithms, techniques and architectures best fulfil the initial necessities of the domain? How can a developer change some parts of a framework based on new requirements and goals? Is a complicated framework always the best choice or an engineer can design a suitable naive version for simple problems and limited budgets? How can domain-specific features influence the framework? Can a general framework be appropriate for all domains or different domains require different operators and evaluation criteria?

Our objective in this paper is to define some methods, guidelines and criteria for creating ontological frameworks, while considering the above discussed important points. This proposed high-level scheme assists ontology engineers to specify the goal of an ontological framework and its capabilities, the domain knowledge it intends to exploit, and also to indicate its dependency to a specific domain. We believe this scheme is a high-level technique, because it has been proposed for developing ontological frameworks which themselves can be utilized in order to create and maintain ontologies.

With the purpose of specifying and tracking the ‘intentions’ and ‘goals’ of an ontological framework during the analysis and design phases, we utilize the i* [Yu, 1996] model and extend
it to accommodate suitable features for developing ontology development and maintenance frameworks. i* is a conceptual framework for modeling processes and indicating the dependencies among several agents of a software system for specifying the goals to be achieved and the tasks to be performed. Our proposal consists of four major phases. In the first phase, we specify specific actors, and their distinct soft goals. Later in the second phase we introduce the popular hard-goals that can realize the specified abstract softgoals. We then analyze the goals and tasks of the ontological framework and propose a set of related domain specific constrains in the analysis phase. Finally, in the implementation phase, we suggest the employment of the business process definition and also UML activity diagrams for modeling an ontological framework.

2. Background

i* is a conceptual modeling framework that attempts to analyze processes from an intentional view. The i* framework consists of two models: the Strategic Dependency (SD) model and the Strategic Rationale (SR) model. SD models the dependencies among different actors of a process. It consists of a set nodes and links where nodes represent actors and links represent their dependencies. There are four types of dependencies: goal, task, resource and softgoal.

The ‘goal’ dependency occurs when an actor is dependent to another to achieve a specific goal. The depending actor does not have any idea about how the other actor achieves the goal. It is only concerned about the output which is a certain state that represents the requested goal. The dependency among two actors is the ‘task’ dependency, when an actor is dependent on the other for doing a specific task. Two actors have the ‘resource’ dependency, when one actor needs another actor to provide it with a specific type of resource. The resource can be an informational resource or a physical resource. Finally, the softgoal dependency is similar to the goal dependency but instead of a ‘goal’, a ‘softgoal’ should be satisfied. Softgoals represent non functional requirements like flexibility or user-friendliness usually expressed in informal statements [Mylopoulos et al., 1999].

![Figure 1. The Actors of an Ontological Framework and Their High-level Softgoals.](image)
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The strategic rationale model, describes a process in more details. While SD focuses on an external view of dependencies among different actors, SR shows the internal implementation of the demanded tasks and goals of each actor. There are four types of nodes: goals, tasks, resources and softgoals and two types of links: means-end and task decomposition. A means-end relationship indicates that the ‘means’ node is a means for achieving, performing, obtaining or satisfying the end node. A task-decomposition link shows the sub components of a specific task. In Section 3 we will use i* in order to extract a suitable domain specific ontological framework.

3. A Scheme For Creating Domain-Specific Ontological Frameworks

As a case study, we consider creating an ontological framework for tourism attractions of Canada. We employ this example to explain the features of the proposed scheme throughout the paper. We fully describe the four phases of our proposed scheme in Sections 3.1 through to 3.4.

3.1. The Actors and their High-Level Softgoals

We define five types of actors for a typical ontological framework: the customer or stakeholder that supports and owns the project, the ontology engineer who is familiar with the ontology technologies, tools, algorithms and languages and can develop ontology with existing tools or can easily learn to employ new technologies, the domain expert who is completely familiar with the domain of discourse and can resolve any ambiguity about the domain concepts, the end-user who benefits from the ontology which is developed by the framework and finally the framework itself which should be created using the high-level methodology. Figure 1 shows these actors and their high-level soft goals.

![Figure 1. The actors and their high-level softgoals](image1.png)

3.2. The Goals That Contribute to The High-Level Softgoals

Based on the classification of domain specific ontological frameworks provided in [Ensan and Du, 2007], we suggest some pre-defined hard goals that realize the actors’ high-level softgoals. In this step, the framework developer can select among the suggested goals or introduce new ones. For each of the suggested goals, the developer should decide about its positive or negative contribution to the softgoals and based on the global business strategies, decide which one should be ignored or be kept in the model. As we can see in Figure 2(a) the ‘provide a good ontology’ goal can be satisfied by one of the: ‘Extract all available ontological concepts from all of the data sources’ or ‘Extract ontological concepts from some parts of the available resources’. Furthermore, a good ontology also has to be updated from time to time. (‘Evaluate and maintain the ontology’).

![Figure 2. The goals that contribute to the high level soft-goals](image2.png)
In order to analyze the ‘Provide a suitable framework for OE’ goal we consider two types of interaction that engineers can have with the framework. Ontology engineers can interact with the framework through a collaborative environment in distributed system or through a simple editor when there are few engineers that work in a specific office and can easily manage their work without any conflicts. In fact, this goal helps developer to indicate the distribution of the framework or answer the ‘Where’ question. Furthermore, a convenient framework provides ontology engineers undo and redo operations and also versioning support. Figure 2(b) shows the hard goals that contribute to the ‘Provide a suitable framework for OE’ soft goal. Through the analysis of the system goals; developer should specify the positive or negative contribution of each goal or task to the ‘provide a convenient framework’ and ‘provide a rich and up-to-date ontology’ soft goals.

### 3.3. Analyzing and Decomposing Goals and Tasks

The previous two steps in developing an ontological framework are independent from the problem domain. In this step the domain knowledge will be more utilized in the development process. Figure 3 shows some parts of the SR model for the ‘framework’ actor. As we can see in the figure, for the ‘Extract ontological concepts from some parts of the available resources’ goal, the framework needs to extract ontological concepts, their taxonomy and the non-hierarchal relationships between them. All of these goals can be realized only when there are suitable extraction algorithms and criteria. According to the model, the framework is dependent on the ontology engineer to provide the suitable algorithms. For evaluating the ontology, the framework is reliant on the domain expert to compare the performance of the search engine before and after using the ontology. In order to enhance the performance, the framework is dependent either on the domain expert to change the Web documents which are exploited by the extracting algorithms or ontology engineers to manually change the ontology or change the employed algorithms.

![Figure 3. The SR model for the ‘provide a good ontology’ softgoal.](image-url)
In order to express the domain specific constrains, we introduce some extensions for the concepts of the i* framework. A ‘constrain’ is a state that should be held true by a task or by a resource. Every ‘constrain’ has some soft or hard features. Features restrict the selection process of the entities that carry that constrain. ‘Constrains on Extraction Algorithms’ has some features such as the selected algorithms should be able to ‘Extract the places, attractions, and operating hours from the context’.

Figure 4 shows the SR model for the ontology engineer actor and analyzes the ‘Change the extraction algorithms’ goal. The ontology engineer is dependent on the expert to find an approximation of precision and recall of each of exiting algorithm so that he/she can rank the algorithms and change them. In the figure, the ‘Find an approximation of precision and recall of tourism concepts For each algorithm’ has been realized by two tasks. The expert should

![Figure 4. The SR model for the ‘Change the extraction algorithms’ goal.](image)

select some parts of the ontology concepts and analyze their precision and expand the result to all concept’, then ‘Select a set of related tourism concepts and see how much they can be supported by the ontology; expand recall to all concept’. These tasks require that an user friendly ontology browser to be available by the framework.

3.4. Specifying the Business Process

The indication of business processes and their related goals, workflows, classes and entities are the last step in our proposed scheme for creating an ontological framework. We have selected the UML activity diagram for analyzing the business processes and their relationships. According to our scheme the partition of the activity diagram represent the business processes. Each partition may include different classes and can communicate with other business processes.

Figure 5 shows an activity diagram for the business process which is assigned to the ‘Find an approximation of recall of tourism concepts for each algorithm’ goal. The main actor of this business process is an expert who should ‘select some concepts related to Canada tourism’, ‘Investigate whether they exist in the ontology’ (we had supposed that the domain expert can work with the ontology editors), ‘Calculate the recall’ and then ‘generalize the result and report it’.
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4. Concluding Remarks
In this paper we have designed a scheme that helps developers to build an ontological framework according to the domain features and the customer necessities and preferences. Our scheme, which utilizes the i* conceptual modeling framework, has four steps. In the first step we introduce five important actors in an ontological framework and their high-level softgoals. In the second step we specify those tasks and goals that can realize the high-level goals of the first step. We have extracted these goals and tasks from the analysis of ontological framework features; however, a developer is free to select any of them or introduce new ones. In the third step we analyze the extracted goals in more detail. In this stage we introduced some extension to the i* model elements like ‘constrain’ and ‘feature’. The last step discusses some implementation issues. In this step, we extract the businesses process and model their relationships and tasks as control and entity classes using the UML activity diagram.
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A Design Flow for Optimal Circuit Design Using Resource and Timing Estimation
Farnaz Gharibian and Kenneth B. Kent

Abstract
In this paper, we study and investigate resource estimation methods that are used in circuit design for Field Programmable Gate Arrays (FPGAs). These methods usually estimate the amount of resources to be consumed by a hardware design before circuit synthesis takes place. The purpose of this study is to analyze the suitability of an estimation method for a design flow. A framework is also proposed to help the optimization process of the design. This framework automatically optimizes the design by finding potential parallelism in the design and applies it while considering the available resource and time constraints.

1. Introduction
A Field Programmable Gate Array (FPGA) is a silicon chip containing an array of Configurable Logic Blocks (CLBs). Unlike an Application Specific Integrated Circuit (ASIC), which can be fabricated to perform a specific task for its lifetime, an FPGA can be reprogrammed to perform different tasks. The ability to reprogram FPGAs has led them to be widely used by hardware designers for prototyping circuits.

There are two important constraints that should be considered by hardware designers using FPGAs: fitting the design inside the specified FPGAs and meeting the frequency constraints. The hardware designer needs to be aware of the number of resources consumed by the design because the number of logic elements and routing resources may vary across different FPGA devices. FPGA devices usually consist of CLBs and routing resources. Each CLB consists of one or more n-input look-up tables (LUTs), flip-flops and some form of fast carry logic. LUTs are used to implement logical operations and flip-flops are used to hold data. Timing is another constraint that should be considered in hardware design. When running an application on an FPGA, it is crucial to do each task in a specific time. The amount of time that the critical path of the design takes is the minimum clock cycle that should be considered for the design.

Information about design time and area consumption is not available for the designer until after the synthesis and place and route stages have been completed. This process takes time and as FPGA density increases allowing larger and more complex circuits to be implemented, this time is expected to increase. Hardware designers should get the result of their circuit design constraints quickly to change and improve their designs. Estimation tools are needed to help the designer during the hardware design process. Resource estimation tools estimate the number of FPGA resources consumed by a design.

Delay estimation tools estimate the minimum clock period required to execute the application. Although estimation tools help the designers receive faster results regarding their design resource and delay, they still should repeat the process of design optimizations to get the best performance. Our proposed framework, discussed in section 3, automatically finds the potential parallelism in the code and improves the design with respect to the available FPGA resources and timing constraints from estimation tools. Estimation modules are used in this framework to help the optimization process.

Several methods have been proposed for estimating area and timing parameters of FPGA designs. The goal is to provide quick and reasonably accurate resource usage estimation to the hardware designer. A fast and accurate estimation of the necessary resources for a hardware design is crucial for the success of the overall project.
design would allow the designer to try different variations of the design to find a fast and efficient design that can fit on an FPGA. In section 2 we discuss important areas where estimation tools in hardware design can be used. Our proposed framework is discussed in section 3.

2. Estimation Tools Area
Estimation tools are used in different areas such as hardware/software design for partitioning, high level optimization in hardware, hardware designing by high level languages and IP core generators. The following subsections describe the use of estimation tools in each area.

2.1 Hardware/Software Partitioning
Hardware/software partitioning is the key process in a hardware/software co-design methodology. Hardware/software partitioning splits the task onto different hardware/software processors in such a way that constraints such as area and latency are met. Different partitioning models can be investigated during the partitioning process. Estimation tools help the designers create quick estimations of the constraints in different models.

2.2 Generating IP-cores
An Intellectual Property core (IP-core) represents a block of logic or data that is used in hardware design for FPGAs to carry out a particular functionality within the system. IP-cores can be reused in different designs so they must be very efficient. A fast estimation of the necessary resources is an important principle when generating optimal IP-cores.

2.3 High Level Languages
In the past, most FPGA users would have been hardware designers with a significant amount of knowledge and experience in circuit design. Hardware Description Languages (HDLs) like VHDL or Verilog which focus on describing the structure and behavior of hardware elements rather than expressing algorithmic formulations are not familiar to software application programmers. High level languages are used to overcome these problems. Compiler tools that transform high-level languages into HDLs for mapping onto FPGAs provide a tremendous opportunity for the compiler to perform extensive optimizations that can take advantage of the characteristics of FPGA technology. Optimizations may help to achieve a higher degree of parallelism resulting in better performance. There is a trade-off between optimization and circuit space. In most cases, the programmer continues to apply optimizations as long as the resulting circuit still fits on the FPGA. The programmer must find the best combinations by trial and error. Each iteration of this process can be quite time consuming. The resource and area estimation tools in design time will help the programmer in this process.

3. Proposed Framework
Hardware programs should be optimized to take the advantage of parallelism on FPGA boards. A Programmer who uses high level languages to define the design in hardware should consider the potential parallelism in the code. Usually it is a very difficult task for the high level language programmer to figure out the potential parallelism. We have proposed a framework that would help programmers to improve their design performances and to decrease their design development time. We follow two major goals in our design, dynamically identifying and maximizing the parallelism to improve the design while considering the available resources.
The high level view of the proposed model is shown in Figure 1. After creating a Control Data Flow Graph (CDFG) from a High Level Language (HLL) file, the Global Estimation calculates the area and delay for the application. The Optimization node will optimize the CDFG by attempting to identify more parallelism. The Apply step checks if we have optimized and changed any parse tree nodes. In the case where a change has been made, the changes nodes will be sent to the Local Estimation process. In this process new values for resource and delay based on LUTs and FFs will be estimated. Update process checks the trade-off between area and speed based on the new estimation values. Next, the Optimization step is used if the new design doesn’t satisfy our available resources otherwise we go to the Global Estimation step to apply the new changes and update the estimation for all the circuit design.

We have considered Handel-C [11] as the specification program in our system. Handel-C, from Celoxica, is a language for implementing algorithms in hardware, architectural design space exploration, and hardware/software co-design. It is based on ISO/ANSI-C and has extensions required for hardware development. These include flexible data widths, parallel processing, and communications between parallel elements. The language is designed around a simple timing model that makes it very accessible to system architects and software engineers.

A CDFG is created from Handel-C code to extract available parallelism from the code. Parallelism extraction requires processing the CDFG to determine where data and control dependencies exist and applying these dependencies to determine which Handel-C statements can be executed in parallel.

Estimation modules are used to calculate resource consumption and clock cycles for the design. Most previous works implied the same resource estimation module for global estimation and local estimation. We, however realized that the global estimation module is different from local estimation module. Global estimation should be fast and accurate for the whole design process. Local Estimation should be very fast to facilitate optimization process. So, different methods should be considered for implementing these modules.

![Figure 1. High Level View of the Proposed Framework](image)
4. Concluding Remarks

Resource estimation methods are used in the hardware design process to facilitate decision making by hardware designers based on the available resources in the target FPGA. In this paper, different approaches of estimation methods are categorized.

Benchmark methods [13, 8] are efficient for big applications and projects, however these methods need suitable benchmarks. Equation-based [9, 10, 7] and Operational Block [4, 2, 1, 5] methods are suitable approach if a data flow graph can be drawn from the design. Therefore, they would be good candidates for high level language and hardware/software partitioning areas.

Neural network methods [14] are useful for the applications that get lots of parameters in the design such as IP-core generation areas. Analytical methods [15, 3] are good candidates when more accurate and low level estimations are considered. Architecture methods [6, 12, 16, 17] fit better in the designs that consider a specific architecture.

We have designed a hybrid model for our proposed estimation tool. The estimation tool consists of two models: Global Estimation and Local Estimation. Global Estimation gets a CDFG that is created from the Handel-C language and calculates the area and delay for the desired application. Local Estimation is used during the optimization process. It gives the area and delay for the optimized part of the program to the designer. Different estimation methods are used for each estimation module in our proposed tool.

Global estimation should be accurate for the whole design process. We have considered Operational Blocks and Analytical methods for this module. Operational block method provides accurate and fast estimation about different functional units but not accurate estimation of the resource about the design control path. Analytical method is used to add the information about control path to functional units to have more accurate estimation for the whole design. We are using both methods in this module to provide an accurate estimation for the whole design.

Local Estimation should be very fast to facilitate optimization process. Equation-based method is used in this module. In this method, functional units are categorized in different groups and a formula for each group is created. Each node in the graph is assigned to one of these categories. We can get a quick estimation for the changed nodes in the optimization process that helps to have fast optimization steps.

We are developing a high performance decryption/decompression (DecRO) engine in Handel-C code. AES and LZ77 are considered as decryption and decompression algorithms that will be implemented in the DecRO engine. The performance of the engine will be increased by using parallelism and pipelining in the implementation of the algorithms. However, full pipelining and parallelism needs lots of resources. Therefore, there is a trade off between achieving higher performance and using fewer amounts of resources. There are lots of challenges in designing the engine and improving it by adding parallelism while considering the available resources that makes it a suitable benchmark for evaluating our system.
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A Hardware/Software Co-specification Methodology for Multiple Processor Custom Hardware Devices Based On OpenMP

Thomas S. Hall and Kenneth B. Kent

Abstract
This paper presents a research proposal for the development of a hardware/software co-specification methodology based on the OpenMP parallel programming specification and API. The target platforms are MPSoC and FPGA devices with embedded processors and custom hardware circuitry. The methodology is supported by a tool set that provides analysis utilities to aid in the design of a system.

1. Introduction
This document presents an overview of research work to be performed to develop a methodology for the co-specification of hardware/software systems for use on multiple processor custom hardware devices such as MPSoCs and FPGAs. This methodology utilizes an extended version of OpenMP. OpenMP is used because it provides a well defined parallel programming framework upon which the inherent parallelism within hardware/software systems can be modeled. The development of this co-specification methodology will produce:

- A step-by-step approach to create system designs suitable for deployment as either software-only applications or combined hardware and software systems. This methodology includes techniques for analyzing the system to be co-specified, partitioning the system into hardware and software components, and generating output suitable for hardware synthesis and software compilation.
- A tool suite to aid in the design of systems with the methodology, including design structure and data item usage analyzers, and hardware and software output source code generators.

While the proposed co-specification methodology is generally applicable to all hardware/software systems, its use will be demonstrated on real-world applications in engineering and statistics.

Co-specification is defined to mean the design, modeling and implementation of a hardware/software co-designed system using a single, well-defined methodology and language. Ideally, the hardware and software parts of the system are indistinguishable within the source code of the system except for markers that indicate the portions of the design that are suitable for hardware synthesis. A co-specification implicitly includes a definition of the communications interface between the hardware and software partitions.

Section 2 provides background information for the proposed research. A discussion of issues that require consideration when using software development languages to specify custom hardware design is found in Section 3. Section 4 contains a statement of the problem to be investigated. Section 5 provides an outline of the proposed solution that will result from this research.

2. Background
This section outlines some of the research and existing tools for co-specification, parallel programming and both MPSoC and FPGA devices that are related to the research to be performed.
2.1. Co-design and Co-specification

Hardware/software co-design is the process of designing the hardware and software partitions of a system concurrently through the use of combined hardware and software engineering techniques [1]. The major advantage of co-design is that it requires the hardware and software design teams to work together throughout a project. This teamwork improves the chances of successfully completing the project.

A major issue faced by teams using co-design techniques is the choice of development language. The software part of the team use software development languages such as C [2, 3] or C++ [4], while the hardware designers use hardware description languages such as VHDL [5, 6] or Verilog [7]. In an effort to get the two groups of developers to use a common language, researchers created a number of languages derived from C and C++, such as SpecC [8,9] and SystemC [10,11]. While the use of a common software language improves the ability of the development team to work as a coherent group, it introduces a new set of problems as described in Section 3.

As well as software development languages, some hardware description languages have been used for co-designed systems. Two of these are SystemVerilog, an extension of Verilog [12,13], and Handel-C, a hardware specific variant of the C programming language [3, 14]. The choice of a hardware description language as a co-design language eliminates the issues described in Section 3 as these languages contain all the necessary support for the hardware partition of the design. However, the design of the software partition becomes limited by the available programming features of the chosen language.

2.2. Parallel Languages and Tool Sets

Software programming languages have been developed that directly support parallel programming. Examples of languages include Occam, Ada, and Message Passing Interface (MPI) [15{19]. OpenMP is another popular parallel programming tool [19, 20]. It is an open standard specifically aimed at the creation of parallel programs for use on shared memory, multi-processor systems. The standard includes provisions for the use of the C, C++ and FORTRAN programming languages [2,4, 21]. Implementations of OpenMP consist of two parts; a small library of utility functions, and a set of compiler directives (e.g. the C #pragma directive) for use with compilers that support OpenMP. OpenMP programs do not require the programmer to explicitly define parallel operations; instead, the programmer simply marks the areas that are to be executed in parallel with the appropriate compiler directives and the compiler generates the proper code for that section of the program. Options can be specified for directives to provide limited control of the generated code when necessary. OpenMP has been used in the development of hardware and embedded software systems (see Section 2.4).

2.3. FPGA and MPSoC Devices

Two custom hardware technologies are suitable for implementing systems designed with the proposed methodology. These are the Field Programmable Gate Array (FPGA) [22] and Multi-Processor System-on-Chip (MPSoC) [23, 24] devices.

The FPGA is a general purpose logic device that contains many small logic blocks that can be reconfigured as necessary. This allows the device to be used for different tasks by simply reconfiguring the interconnections between the logic blocks [22]. These are highly flexible devices that are used for both design prototyping and production systems. FPGA logic blocks
can be configured to form any hardware circuit including processors, memory and custom logic [25, 26].

Multiple Processor System-on-Chip (MPSoC) devices contain multiple processor units or cores on a single chip along with memory, networks and other peripherals. These devices are available as pre-configured systems or can be custom designed using Application Specific Integrated Circuits (ASIC) technologies [23, 24]. The processors built into a MPSoC can all be the same or there may be different specialized processors combined into a single device.

Developers creating systems that will utilize an FPGA (with multiple processors) or MPSoC devices are facing the same issues as any other co-design system developer. However, these issues are magnified by the increased complexity of these devices [24]. When using pre-configured devices, the developer's primary concern is to get an efficient, functional system to market using the chosen device with the available tools for that device. When creating devices with custom designs for special purpose applications, the developer must also consider physical issues, such as the layout of the circuit being designed within the device, system power requirements and heat dissipation, when designing the system.

2.4. OpenMP in Hardware System Design

Preliminary work on the use of OpenMP as the specification language for hardware designs is described in [27,28]. In this work, the various OpenMP directives and utility functions have been categorized according to whether they can or cannot be synthesized into hardware. Another group of researchers have used OpenMP to generate hardware designs in Handel-C and VHDL which were then synthesized [29]. OpenMP has also been used to design and implement applications that run as software on the processors within an MPSoC device without an operating system [30]. In this approach a set of runtime libraries was created so that the application contains its own minimal runtime environment.

3. Issues of Using Software Languages in Hardware Design

Software languages and libraries provide good simulation and evaluation facilities for hardware designs, however, there are several significant issues that often prevent the direct synthesis of software language descriptions of hardware designs [28,31]. These differences are: not all software executable code can be executed by hardware (i.e. recursion), parallelism, timing constraints, space requirements and data type representation [31{34].

Unfortunately, hardware has no concept of classes, objects or object references. As a result many of the common software features cannot be directly synthesized into hardware. They must first be translated into a form that can be synthesized.

Many software languages include support for multiple concurrent (parallel) threads of execution but make no assumptions about any form of synchronization between the threads or the order in which they execute (e.g. the Java Thread class [35]). In software, the time taken to perform a task is not normally critical and other parts of the application simply wait for a computation to complete. In hardware, timing is critical, each step in a computation must be completed within a certain time-frame otherwise other parts of the system may fail to operate correctly.

Most software languages define data types with fixed sizes and ranges of values (e.g. 32 bit integers capable of storing values in the range $2^{31}$ to $2^{31}-1$) no matter what the actual range of values a variable of that type holds. However, for hardware designs this style of representing a given data type is wasteful of scarce physical space on the actual hardware device and consumes more power than is necessary. It is preferable to define each data item with exactly the size and
range of values it must represent (e.g. a value range of 0 to 25 needs only 5 bits to represent it rather than the 32 bits used in software).

Hardware components do not have the ability to process function or procedure calls and return operations, so they cannot be used within hardware components of a system. This does not pose a major problem for non-recursive functions or procedures. Either the body of the function can be substituted for the call (essentially in-lining the function or procedure); or, a separate hardware component can be created for the called function or procedure with the proper signal interconnection to the caller. However, recursive functions and procedures depend upon a run-time call stack to accommodate their local variables and hence permit the recursion operation to work correctly and therefore cannot be in-lined.

4. Problem Statement

The design of systems using a combination of hardware and software components is a complex process. Originally, the hardware and software components were designed and implemented separately. The two components were brought together, with considerable integration effort, at the end of the development process. To improve the design process of hardware/software systems, researchers developed the techniques known as hardware/software co-design [1]. While hardware/software co-design helped ensure the successful completion of this type of project, it did not require the use of a single development environment or language for a project. Specialized languages (e.g. SpecC [8]) and libraries (e.g. SystemC [10]) were developed to provide a single development environment and language for hardware/software co-design. These languages and environments still require the skills of both hardware and software engineers throughout a project.

Research has shown that it is possible to further improve the design process using hardware/software co-specification where the system design is specified using a single language without the need for the designer to have a deep understanding of the final implementation technologies. This leads to the hypothesis of the proposed research, which can be stated as: *Through the creation of an appropriate methodology, the C software programming language, combined with the constructs and library routines of an extended version of the OpenMP specification, is suitable for use as a co-specification language for combined hardware/software systems.*

Why choose C with OpenMP as a co-specification language? There are several reasons:

1. C is one of the most widely used software programming languages.
2. The C programming language has been used as the basis for previous work on hardware design (e.g. SpecC and Single Assignment C [8, 36]).
3. The OpenMP specification [20] defines a relatively small number of constructs and library routines, when compared to other parallel programming environments (e.g. MPI [19]). This makes it easier to learn and use.
4. A system can be written as a sequential program and then incrementally converted to a parallel program using OpenMP.
5. The extensive use of compiler directives in OpenMP make it relatively straightforward to extend.
6. It has already been shown that C with OpenMP can be used to specify hardware designs and embedded multi-processor software applications (see Section 2.4).
7. Current research is investigating the use of OpenMP extensions to control the storage size of data items in hardware designs [37].
5. Proposed Solution

Figure 1 shows a Waterfall model of the full hardware/software co-specification process [38]. The first three stages in the model (Requirements Analysis, Application Design and Software-only Implementation) are the same as in any software engineering project (see [38, 39]) and are outside the scope of this research. The fourth stage (Software-only Parallelization) primarily uses standard parallelization techniques (see [19, 40, 41]), however, refinements to the output of this stage may be necessary as work proceeds in the following stage so it is included within the scope of this research where appropriate. The fifth stage of the model (HW/SW Partitioning) is the core of the research to be performed and is described in detail in Section 5.1. The final two stages in the model (SW Compilation & HW Synthesis, and Embedded Integration) are also outside the scope of this research.

5.1. Methodology

The co-specification methodology is an iterative one. It accepts a functionally correct C/OpenMP implementation of the system as its input and outputs a fully partitioned co-specification in C and the extended version of OpenMP. The methodology is outlined in Figure 2, and it is explained through a simple matrix multiplication example.

The methodology accepts the source code of a functionally correct C program with OpenMP parallelization as its input. The program is then analyzed to extract profiling information such as the value ranges of its data items, the number of read and write operations for each data item and the number of times each function in the program is called along with the parameter and return value information for the calls. For example, consider the simple matrix multiplication program in Figure 3.

An analysis of the example in Figure 3 shows that there are two functions used, main and m_mult. Function main is the software entry point. In this instance it takes no parameters and returns an integer (default 0). The function m_mult is called only once and takes three integers as parameters. The invocation of function m_mult within function main has a value of constant 3 for each of its parameters. Table 1(a) shows the function analysis results for the program in Figure 3. For this simple example, visually inspecting the source code is sufficient for function call analysis, but in systems of even minor complexity, analysis tools become necessary. See Section 5.2 for information on a proposed function call analysis tool suitable for use with this methodology.

Table 1(b) shows analysis results for the data items used in the matrix multiplication program. As with the function call analysis, visual inspection of the source code is sufficient to obtain all of the analysis information except the maximum values for the elements of array c. Visual inspection is not suitable in any but the simplest of programs so a tool will be created as part of this research to gather the data and assist with its analysis as described in Section 5.2.

Having completed the analysis of the co-specification, it is now time to begin breaking the system into its hardware and software partitions. First, the invocation of the function main is considered for hardware implementation; however, as this is the software entry point it cannot be moved into hardware. An examination of the invocation and body of function m_mult reveals that it can be moved into the hardware partition either entirely or in part. The entire function can be moved to hardware since all of the operations performed within the function body can be directly supported in hardware. Figure 4 shows the source code for the example system after
moving the entire `m_mult` function to the hardware partition. The declaration of the `m_mult` function is preceded by the 'hw component' directive indicating that the

---

**Figure 1.** Waterfall model showing the entire hardware/software co-specification process.

**Figure 2.** A high-level overview of the hardware/software co-specification methodology.
Table 1. Analysis of the simple matrix multiplication example in Figure 3.

(a) Function call analysis

<table>
<thead>
<tr>
<th>Function</th>
<th>Call Count</th>
<th>Parameters</th>
<th>Returns</th>
</tr>
</thead>
<tbody>
<tr>
<td>main</td>
<td>1</td>
<td>n/a</td>
<td>int</td>
</tr>
<tr>
<td>m_mult</td>
<td>1</td>
<td>3 int</td>
<td>n/a</td>
</tr>
</tbody>
</table>

(b) Data item analysis

<table>
<thead>
<tr>
<th>Data Element</th>
<th>Read Operations</th>
<th>Write Operations</th>
<th>Minimum Value</th>
<th>Maximum Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>27</td>
<td>3</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>j</td>
<td>27</td>
<td>27</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>k</td>
<td>27</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>a</td>
<td>3,3,3</td>
<td>0,0,0</td>
<td>1,2,3</td>
<td>Constant</td>
</tr>
<tr>
<td></td>
<td>3,3,3</td>
<td>0,0,0</td>
<td>4,5,6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3,3,3</td>
<td>0,0,0</td>
<td>7,8,9</td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>3,3,3</td>
<td>0,0,0</td>
<td>9,8,7</td>
<td>Constant</td>
</tr>
<tr>
<td></td>
<td>3,3,3</td>
<td>0,0,0</td>
<td>6,5,4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3,3,3</td>
<td>0,0,0</td>
<td>3,2,1</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>3,3,3</td>
<td>3,3,3</td>
<td>0,0,0</td>
<td>30,24,18</td>
</tr>
<tr>
<td></td>
<td>3,3,3</td>
<td>3,3,3</td>
<td>0,0,0</td>
<td>54,69,54</td>
</tr>
<tr>
<td></td>
<td>3,3,3</td>
<td>3,3,3</td>
<td>0,0,0</td>
<td>138,114,90</td>
</tr>
</tbody>
</table>

```c
#include <stdio.h>
#include <omp.h>

int a[3][3] = {{1,2,3},{4,5,6},{7,8,9}};
int b[3][3] = {{0,8,7},{6,5,4},{3,2,1}};
int c[3][3] = {{0,0,0},{0,0,0},{0,0,0}};

void m_mult(int a_row, int a_col,
             int b_col) {
    int i,j,k;
    #pragma omp parallel for private(j,k)
    for (i = 0; i < a_row; i++)
        for (k = 0; k < b_col; k++)
            for (j = 0; j < a_col; j++)
                c[i][k] += a[i][j] * b[j][k];
}

int main() {
    m_mult(3, 3, 3);
}
```

Figure 3. A simple matrix multiplication example before partitioning.

entire function should be placed in the hardware partition of the design. Optionally, the 'for' directive within the body of the function may be changed to the 'hw for' directive. An alternative approach to partitioning this example system is to move only part of the m_mult function into the hardware partition. This is achieved by changing the 'for' directive within the function body to a 'hw for' directive as shown in Figure 5.
There are significant differences between the resulting system design from these two partitioning approaches. When `m_mult` is moved entirely into the hardware partition, the three local variables \((i, j, k)\) will be implemented as hardware registers and the input parameters \((a\ \text{row}, a\ \text{col}\ \text{and}\ b\ \text{col})\) will be implemented as multi-wire signals. A stub software function will also be created to map any software function calls to appropriate hardware communications. For the second partitioning method, the local variables and parameters of `m_mult` are all part of the software partition. The 'hw for' directive provides all of the mapping between the hardware and software partitions for the values. The choice of approach depends upon the nature of the computations being performed and the size of the data set.

Another factor to consider when partitioning a system is whether the hardware can directly perform the specified operations. As discussed in Section 3 there are certain types of operations that hardware cannot support. As well as those it cannot support, there are others that it may be difficult for the hardware synthesis system to implement efficiently.

```c
#include <stdio.h>
#include <omp.h>
#include <hw_omp.h>

int a[3][3] = {{1,2,3},{4,5,6},{7,8,9}};
int b[3][3] = {{9,8,7},{6,5,4},{3,2,1}};
int c[3][3] = {{0,0,0},{0,0,0},{0,0,0}};

#pragma omp hw_component
void m_mult(int a_row, int a_col,
            int b_col) {
    int i, j, k;
    #pragma omp parallel hw_for 
    private(j,k)
    for (i = 0; i < a_row; i++)
        for (k = 0; k < b_col; k++)
            for (j = 0; j < a_col; j++)
                c[i][k] += a[i][j] * b[j][k];

    int main() {
        m_mult(3, 3, 3);
    }
```

Figure 4. A simple matrix multiplication example after placing the entire `m_mult` function in the hardware partition.

Another critical operation that happens implicitly during the partitioning process is the definition of the interfaces between the hardware and software partitions. In the example in Figure 4, the interface is at the 'hw component' construct. The 'hw for' is not a hardware/software interface because it lies within the scope of the 'hw component' construct. The 'hw for' construct in Figure 5 is the hardware/software interface. Details of the interface do not concern the programmer during partitioning, they are deferred until the code generation phase.

Once the partitioning process is complete, based on the analysis described above, two source code modules can be generated, one for the software partition and the other for the hardware partition. Alternatively, a single, software-only source module can be generated for systems that are targeted for software only. The outline of a tool to perform the code generation is included in
Section 5.2. For the purposes of this research, both the hardware and software source code modules will contain C source code with OpenMP constructs as necessary. The hardware partition source module can then be translated into Handel-C [37]. Further analysis can then be performed to identify additional parallelism using the methods and tools described in [42,43].

```c
#include <stdio.h>
#include <omp.h>
#include <hw_omp.h>

int a[3][3] = {{1,2,3},{4,5,6},{7,8,9}};
int b[3][3] = {{9,8,7},{6,5,4},{3,2,1}};
int c[3][3] = {{0,0,0},{0,0,0},{0,0,0}};

void m_mult(int a_row, int a_col,
           int b_col) {
    int i, j, k;
    #pragma omp parallel hw_for
    private(j,k)
    for (i = 0; i < a_row; i++)
        for (k = 0; k < b_col; k++)
            for (j = 0; j < a_col; j++)
                c[i][k] += a[i][j] * b[j][k];
}

int main() {
    m_mult(3, 3, 3);
}
```

Figure 5. A simple matrix multiplication example after placing part of the m_mult function in the hardware partition.

Upon successful completion of the analysis and partitioning process, the two source modules containing the design can be passed to the hardware synthesis and target software compilation stage of the Waterfall model.

5.2. Tools
In this section, the tools mentioned in Section 5.1 are described. These tools are a function call analyzer, a data item usage analyzer, a non-hardware compatible code analyzer and a source code generator for the hardware and software partitions.

The function call analyzer will build a graphical representation of the function calls that occur within the co-specified system including the calling relationship between functions, the number of times one function calls another and the data types and value ranges of all function parameters and returned values. There are tools available (e.g. the 'gprof' utility) that can perform some of these operations, but to date no single tool that performs all of these tasks has been identified. The data types of parameters and return values, and the function call relationships can be determined statically, but the call counts and value ranges must be gathered during software-only execution of the system.

The data item usage analyzer will gather information on the type of each data item in the system, its range of values, the number of times the items are read, the number of times the items are written, and its visibility (scope). This information will be presented to the user in a graphical
format. The data types and visibility of each data item can be determined statically, however, value ranges and access counts must be recorded during software-only execution of the system. A similar tool to this one has been developed for use with SpecC specified systems [44]. Much of the information required for both analyzers must be gathered during system execution and is very similar in nature. It is anticipated that instrumentation of the system and data gathering will occur as a single operation. Similarly, the static information could be gathered during a single source code examination process. Another analysis tool identifies the sections of source code in the system that either cannot be executed in the hardware partition, or may provide a better hardware implementation if restructured (as discussed in Section 5.1). The source generation tool accepts the co-specification source code of the system design as input and produces two separate source modules as output. One module contains the source code of the hardware partition and the other the source code of the software partition. When software-only execution is chosen, the hardware source module is empty. For this research, but without loss of generality, both source modules will contain C code with OpenMP constructs as appropriate.
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1 Web Processing Service (WPS)

1.1 WPS overview

WPS is a technology created by the Open Geospatial Consortium (OGC). The OGC is an international voluntary consensus standards organization. More than 330 commercial, governmental, non-profit, and research organizations worldwide collaborate in an open consensus process working on the standards for geospatial content and services, GIS data processing and exchange. The most important OGC specifications include the OGC Reference Model, the Web Map Service (WMS), the Web Feature Service (WFS), the Web Coverage Service (WCS), the Web Processing Service (WPS), the Web Catalog Service (CAT), the Simple Features (SFS), and the Geography Markup Language (GML).

“WPS is a web service that provides client access to pre-programmed calculations and/or computation models that operate on spatially referenced data” [1]. The data used for service computation may come from other servers. WPS supports machine to machine interaction over a network. The WPS output data may be in image data formats or in data exchange standards, such as gif, jpeg, GML, and the Geolinked Data Access Service (GDAS). The WPS server implements HTTP GET transfer of operations’ requests, using KVP encoding. The WPS server also implements the HTTP POST transfer of operation response. Both inputs and outputs can be web accessible. WPS version 0.4.0 was released as an OGC Request for Public Comment in 2005. Version 1.0.0 was approved as an official OGC specification in August, 2007.

1.2 WPS Operations

WPS specifies three operations: GetCapabilities, DescribeProcess, and Execute. GetCapabilities: GetCapabilities returns service-level metadata. The response to a GetCapabilities request shall be an XML document containing service metadata about the server. The metadata content includes basic information about the service, such as service title, service type, and service version. It also contains keywords, access constraints, operation name, the service access URL of each operation, and basic information about each process.
Client request sample:

Client response sample:

```xml
<ows:ServiceIdentification>
  <ows:Title>Web Processing Service</ows:Title>
  <ows:Abstract>Web Processing Service</ows:Abstract>
  <ows:Keywords>
    <ows:Keyword>WPS</ows:Keyword>
    <ows:Keyword>GEOSERVER</ows:Keyword>
    <ows:Keyword>PROCESSING</ows:Keyword>
  </ows:Keywords>
  <ows:ServiceType>OGC:WPS</ows:ServiceType>
  <ows:ServiceTypeVersion>1.0.0</ows:ServiceTypeVersion>
  <ows:OperationsMetadata>
    <ows:Operation name="GetCapabilities"><ows:DCTitle>GetCapabilities sample output</ows:DCTitle>
      <ows:DCFormat>application/xml; subtype="GetCapabilities"</ows:DCFormat>
    </ows:Operation>
    </ows:OperationsMetadata>
  </ows:ServiceIdentification>

Figure 1: GetCapabilities sample output

DescribeProcess: DescribeProcess returns the detailed input and output descriptions of each process. The response to a DescribeProcess request shall be an XML document containing the metadata of each process. The metadata include detailed descriptions of each process’s general descriptions such as process identifier, process name, process title, and process abstract. Also, the metadata include detailed information about all inputs and outputs of each process, such as input identifier, and input abstract.

Client request sample:

Client response sample:

```xml
<ows:DescribeProcess>
  <ows:processIdentifier>pTest1</ows:processIdentifier>
  <ows:processName>pTest1</ows:processName>
  <ows:processTitle>pTest1</ows:processTitle>
  <ows:processAbstract>pTest1</ows:processAbstract>
  <ows:processDescription xmlns:xlink="http://www.w3.org/1999/xlink" xmlns:ows="http://www.opengis.net/ows">
    <ows:ProcessDescription processing=pTest1 storeSupported=pTest1 statusSupported=pTest1>
      <ows:processDescription xmlns:xlink="http://www.w3.org/1999/xlink" xmlns:ows="http://www.opengis.net/ows">
        <ows:Identifier pTest1 xmlns="ows">pTest1</ows:Identifier>
        <ows:Name pTest1 xmlns="ows">pTest1</ows:Name>
        <ows:Abstract pTest1 xmlns="ows">pTest1</ows:Abstract>
        <ows:Output pTest1 xmlns="ows">
          <ows:Identifier pTest1 xmlns="ows">output1</ows:Identifier>
          <ows:Abstract pTest1 xmlns="ows">output1</ows:Abstract>
          <ows:ComplexOutputFormat pTest1 xmlns="ows">output1</ows:ComplexOutputFormat>
        </ows:Output>
      </ows:ProcessDescription>
    </ows:ProcessDescription>
  </ows:processDescription>
</ows:DescribeProcess>
```

Figure 2: DescribeProcess sample output

Execute: Execute returns the output of each process. The response to an Execute request could be an image or an XML document. For a single output, WPS will return the output directly. For
multiple outputs, WPS returns an XML document with the outputs embedded or referenced in it.

Client request sample:
http://131.202.240.140:8080/WPS/?service=WPS&request=Execute&AcceptVersions=1.0.0&shapeurl=data/countries.shp&arearange1=20&arearange2=-20&arearange3=50&arearange4=10&keyattribute=NAME&classificationattributefile=data/properties.txt&method=equalinterval&classificationnumber=9&paletteName=Set1&imageformat=GIF&w=800&h=600

Client response sample:

![Figure 3: Execute sample single output](image)

1.3 WPS Implementation
The WPS has been implemented using Java Servlet technology. All http requests go through WpsDispatcher, and then are dispatched to the concrete operations.

![Figure 4: WPS operating process](image)

2 Web Map Service
2.1 Introduction
In the real world, there are a lot of geospatial data, available both online and offline, are interoperable by any user anywhere. However, these data are stored in different data format suitable for different systems, which makes sharing data an issue. Hence it is necessary to develop specifications for common software interfaces and encodings. OpenGIS Web Map
Service (WMS) is one of such implementation specifications that widely used and accepted by various business applications.

WMS provides three operations, GetCapabilities, GetMap, and GetFeatureInfo, while GetFeatureInfo is optional and the other two are mandatory [2]. The GetCapabilities operation obtains machine readable metadata regarding to server’s information. The GetMap operation is used to produce a map requested by a user. The next two figures demonstrate how to access the GetCapabilities, as well as its output.

http://www2.demis.nl/wms/wms.asp?WMS=WorldMap&version=1.1.1&request=GetCapabilities

**Figure 3: Sample Call to WMS GetCapabilities**

```xml
<?xml version="1.0"?>
<!DOCTYPE WMT_MS_Capabilities SYSTEM "http://www2.demis.nl/wms/capabilities_1_1_1.dtd" [  
<!--ELEMENT VendorSpecificCapabilities EMPTY-->]

<WMT_MS_Capabilities version="1.1.1">  
  <!Service Metadata -->
  <Service>
    <!-- The WMT-defined name for this type of service -->
    <Name>OGC:WMS</Name>
    <!-- Human-readable title for pick lists -->
    <Title>Sample Map</Title>
    <!-- Narrative description providing additional information -->
    <Abstract>None</Abstract>
    <!--OnlineResource xmlns:xlink="http://www.w3.org/1999/xlink" xlink:type="simple"
    xlink:href="http://www2.demis.nl"/>
  </Service>
  <GetCapabilities>
    <GetMap>
      <Format>image/png</Format>
      <Format>image/jpeg</Format>
      <Format>image/gif</Format>
      <Format>image/bmp</Format>
      <Format>image/svg</Format>
    </GetMap>
    <Layer>
      <Name>Sample Map</Name>
      <SRS>EPSG:4326</SRS>
      <LatLonBoundingBox minx=-180 maxy=-90 maxx=180 maxy=90 />
      <BoundingBox SRS="EPSG:4326" minx=-180 miny=-90 maxx=180 maxy=83.633923339844 />
      <LayerQueryable>true opaque="0"/>
      <Name>Countries</Name>
      <Title>Countries</Title>
      <BoundingBox SRS="EPSG:4326" minx=-180 miny=-90 maxx=180 maxy=83.633923339844 />
    </Layer>
  </GetCapabilities>
</WMT_MS_Capabilities>
```

**Figure 4: Sample output from WMS GetCapabilities**

By understanding the WMS GetCapabilities description according to the “OGC WMS Implementation Specification”, we obtain the map service information, such as which layers are included in this map service, where to access a specific layer, etc. The following figures show the way to call a WMS GetMap operation and the output of call.


**Figure 5: Sample Call to WMS GetMap**
2.2 Web Map Service Composition

The GetCapabilities operation in WMS provides a description document in XML format, which describes the service in details, including the version, layer information, etc. We developed a framework that applies Service Oriented principles to combines many layers into a single map.
In addition, this framework allows user to select layers from different WMS publishers and produce new customized map. We have implemented this framework and released the alpha version to our client – New Brunswick Lung Association (NBLA). As demonstrated in the next figure, a NBLA user combines two WMS services from “Bird Study Canada” and “OGC:WMS” through NBLA’s map portal. User can choose to export the result map to html or publish his own Web Map Context (WMC) service.

![Figure 11: Sample Application for New Brunswick Lung Association](image)

3 Web Map Context

WMC specifies how individual map servers describe and provide their map content. The present Context specification states how a specific grouping of one or more maps from one or more map servers can be described in a portable, platform-independent format for storage in a repository or for transmission between clients [3]. To be more specific, Web Map Context (WMC) service provides information of a map view, such as, a group of WMS layers, the bounding box, map title, etc. To contrast with WMS, which publishes the map layers’ information from the view of map service provider, WMC describes an instant map view in the view of map creator.

---
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Summary
Currently our framework combines WMS services and publishes customized map as WMC service. We are looking into to extend the functionality on combining WMS with WPS in the future. As the result, we hope this framework to take the input geographical data, process it to WPS, combine this WPS with other WMS, and publish the outcome map as WMC.
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Automatic Identification of Concurrency in Handel-C
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Abstract
High level hardware design languages are making it possible for people with little background in hardware design to begin creating their own custom hardware. This allows software designers to begin looking beyond general purpose computing into the realm of customized hardware environments in order to increase the performance of their applications. The ease with which hardware can be developed using hardware description languages does not come without a cost. Developers accustomed to working in software environments may have issues dealing with some of the more complex facets of hardware design, such as exploiting concurrency. This work aims to alleviate some of the frustration that may occur when attempting to identify and exploit concurrency in a hardware design by providing a set of tools that can automatically identify concurrency in Handel-C hardware designs. The tool will suggest possible changes to the developer that may increase the performance of their design. This allows the designer to maintain total control over their design and over time may lead to more easily identifying concurrency without the use of automated tools.

Introduction
High level hardware description languages, such as Handel-C, are making it easier for software developers to participate in hardware design. These software developers may have little or no training in formal hardware design which can cause problems when faced with the task of creating optimized hardware systems.

One of the more difficult concepts that must be applied to hardware systems is the notion of concurrency. Although development of concurrent computer applications is beginning to come into focus along with the introduction of desktop multi-core processors, many software developers have little or no experience with identifying and exploiting concurrency in their software. This lack of experience in creating concurrent software applications carries over into hardware design, where exploiting concurrency is one of the key methods for increasing the overall performance of the system.

In order to ease the transition from sequential software programs to concurrent hardware design, an automated tool capable of identifying blocks of hardware description language, in this case Handel-C, that can be used concurrently. This tool will serve the purpose of helping inexperienced designers improve the performance of their designs as well as provide training that will help designers learn how to exploit concurrency without the aid of automated tools. The tool, however, will not completely automate the task of exploiting concurrency, but will show designers where potential concurrency exists and allow them to make the necessary changes to their design to take advantage of the concurrency.

This paper is broken into several sections beginning with a background section. The background section discusses Handel C as well as dependence analysis techniques. The next section discusses the work that was completed for this project, detailing specifics of the operation of the tool that was created. Following this is a discussion of testing and testing results, and finally a section dedicated to the future of this project.
Background
This section will discuss some of the background material that is required to understand this project. Included is a discussion as to why Handel-C was chosen as the target hardware description language for this project.

Handel-C
Handel-C [1] is a high level hardware description language that is an intersection of ANSI-C. Handel-C allows software designers to easily convert their algorithms into a hardware implementation and also allows hardware designers the freedom to easily write functional descriptions of hardware systems. While Handel-C implements only a subset of the ANSI-C standard, it also includes a number of hardware specific constructs to ease development of hardware.

While Handel-C automates much of the task of designing and implementing functional descriptions of hardware, it does not optimize the functional description of the hardware. This means that the design that is synthesized may contain inefficient code that will not be optimized in order to adhere to the functional description given by the designer. This is especially apparent when Handel-C code that is easily made concurrent by a piece of automated software will not be exploited by the synthesis tools. Handel-C does, however, provide a set of constructs for designers to represent concurrency in their hardware designs.

Writing Concurrent Code in Handel-C
Handel-C code can be easily made concurrent by using the par{} construct. The par{} construct is an explicit command to the synthesis tools that all program statements within the par{} block may be performed concurrently. The example shows how code can made concurrent using the par{} statement which executes A = A+B and C = C+D concurrently.

```plaintext
int A,B,C,D;
A = 1; B = 2;
C = 3; D = 4;
par {
    A = A+B;
    C = C+D;
}
```

Automated Identification of Concurrency
The purpose of this work was to implement an application that was capable of analyzing a Handel-C functional hardware specification and producing a report for the user that displays sections of code that potentially concurrent. Work on this project began with a survey of frameworks that might be suitable for such an application. One of the first packages that was surveyed was the Gnu Compiler Collection (GCC) [3]. While the GCC includes many robust and thoroughly tested tools for optimizing software code the amount of customization necessary for this project, coupled with the complexity of the GCC tools would have created a situation where testing would be difficult.

Another major hurdle to overcome for this project would be the closed nature of the Handel-C language. While the language specification for Handel-C is readily available, low level technical details such as the language grammar are not available to the public. This created a problem
initially as the absence of a formal grammar meant that one would have to be written specifically for this project.

Once it was decided that a Handel-C grammar would be created for this project, the next milestone was choosing the framework within which the grammar would be developed. Experience with JavaCC[4] as well as ease of use would be the deciding factors in choosing it as the framework best suited for this project.

**Identifying Concurrency**
The tool generates a Control Data Flow Graph (CDFG), which allows identification of concurrency. Each node in the CDFG is selected individually and a list of nodes that it can execute concurrently with is computed. Using a greedy algorithm, each remaining node in the CDFG is tested against the selected node. If the node is not immediately adjacent to the selected node or a node in the list of nodes that can execute concurrently with the selected node, the algorithm verifies if the node can be moved in the source code to the point where it is now adjacent to the selected node. If it can be moved in the source code, this node is also added to the list of nodes that can execute concurrently, if not, the node is simply ignored.

Once a node has been added to a block to be executed concurrently with another node, the node is flagged so that it will not be added into a concurrent block with any other instructions. Once all nodes in the CDFG have been traversed the tool has completed computing all of the possible concurrent blocks in the source code. The tool now reports to the end user the changes that are required to make their design concurrent.

**End-User Reporting**
Once the tool has completed identifying concurrency it must now report to the end user the changes that can be made in order to improve their design. In the current version of the tool, the report is as shown in Table 1.

This report is interpreted as follows: Any source line with the line number represented by an asterisk (*) is a statement that must be added by the end user in order to implement concurrent execution. Added statements are generally the opening or closing statements for a concurrent block. Any line that includes a line number is the line number of the line of code being displayed in the source column. The source line displays the line of source that is in the given line location for reference. The action column provides the action that is necessary for the given line of source code. Possible actions include:

- **None**: No action is necessary for this line.
- **Add**: This line must be added at the current position.
- **Move +**: This line must be advanced to its current position.
- **Move -**: This line must be moved back in the source to its current position.

In the preceding report the tool finds that there is one block of code that can be executed concurrently. This block consists of statements 1,2,3,6 and 7. Statements 1,2 and 3 must be moved 1 line forward in the source file and a opening par statement must be added before statement 1. Statements 7 and 8 must then be moved back in the source code so that they are located directly following statement 3. Statements 4,5 and 8 cannot be executed concurrently and are simply moved forward in the source code to their new locations.
Testing Methodology
In order to test the concurrency detection tool it was necessary to find suitable benchmarks written in Handel-C. Two benchmarks available to be tested were Handel-C designs being created for another project. These benchmarks included an LZ77 encryption engine for performing decompression in hardware and an AES decryption engine used for performing AES decryption in hardware [8].

These designs were implemented with the hope of improving the performance of both algorithms by implementing them in hardware. These are suitable test benches for this tool because both files vary wildly in the type and amount of concurrency that is exhibited. The test bench files have been optimized by hand and have par blocks included in the files. These par blocks will be used as a template for verifying and testing the automated tool.

Testing was performed by running the tool on the test benchmark files and calculating the total number of concurrent blocks that are correctly identified based on the par blocks that are included in the test bench files.

Testing Results
The following results were collected after running the test bench Handel-C files through the tool. These results show that the current version of the tool, over the benchmarks tested, are capable of finding on average 80.5% of the total concurrency that was identified by hand in the benchmark software.

<table>
<thead>
<tr>
<th>Test</th>
<th>Par Blocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>LZ77</td>
<td>21</td>
</tr>
<tr>
<td>AES</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 1: Benchmark Statistics

<table>
<thead>
<tr>
<th>Test</th>
<th>Par Blocks Found</th>
<th>% of Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>LZ77</td>
<td>18</td>
<td>85%</td>
</tr>
<tr>
<td>AES</td>
<td>10</td>
<td>76%</td>
</tr>
</tbody>
</table>

Table 2: Results

The main issue with identifying concurrency is determining if loop carried dependences can be broken. All of the techniques that were surveyed [2,5,6,7] before beginning this project that were suitable for this project have the problem of false positives when determining that a dependence
exists between two loop iterations even when no dependence actually exists between two statements.

**Conclusion**

Based on the results gathered from running the tool on the benchmark applications it can be said that the tool performs well. The tool is capable of automatically identifying a large portion of available concurrency in a given Handel-C file, which was the initial goal of the project. The tool provides valuable feedback for designers that are not well versed in creating Handel-C designs that exploit concurrency and may possibly become a valuable tool in a learning setting. The tool could be used to facilitate teaching how to best design hardware by exploiting concurrency that is inherent in the design.

**Future Work**

While the goals of the project were met, there is still much work that must be done to see the tool through to completion. More dependency checking algorithms must be implemented in order to improve the accuracy of the tool. Adding several different algorithms to the tool will allow the tool to either apply multiple algorithms to a single source file, or choose which algorithm best suits the type of program being analyzed.

Another class of dependence testing algorithms, integer based algorithms, may also be added in order to further improve the accuracy of the tool. Integer based algorithms, such as the GCD test [11], were not chosen for the initial version of this tool due to their complexity and high runtime requirements but may be a useful addition to a more robust version due to their higher accuracy when determining dependence.
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Detecting IRC Botnets on Network Application Communities
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Abstract
Botnets are networks of compromised computers controlled under a common command and control (C&C) channel. Recognized as one the most serious security threats on current Internet infrastructure, botnets are often hidden in existing applications, e.g. IRC, HTTP, or Peer-to-Peer, which makes the botnet detection a challenging problem. Previous attempts for detecting botnets are to examine traffic content for IRC command on selected network links or by setting up honeypots. In this paper, we propose a new approach for detecting and characterizing botnets on a large-scale WiFi ISP network, in which we first classify the network traffic into different applications by using payload signatures and a novel clustering algorithm, and then analyze the specific IRC application community based on the temporal-frequent characteristics of flows that leads the differentiation of malicious IRC channels created by bots from normal IRC traffic generated by human beings. We evaluate our approach with over 160 million flows collected over five consecutive days on a large scale network and results show the proposed approach successfully detects the botnet flows from over 160 million flows with a high detection rate and an acceptable small false alarm rate.

1 Introduction
One of the biggest threats to the current Internet infrastructure is botnets which are usually comprised of large pools of compromised computers under the control of a botmaster. The attacks conducted by botnets are very different, ranging from Distributed Denial-of-Service (DDoS) attacks to e-mail spamming, keylogging, click fraud, and new malware spreading. In Figure 1, we illustrate a typical life-cycle of a botnet and its attacking behaviours.

Detecting botnets traffic is a very challenging problem. This is because: (1) botnets use the existing application protocol, and thus their traffic volume is not that big and is very similar with normal traffic behaviours; (2) classifying traffic applications becomes more challenging due to traffic content encryption and the unreliable destination port labelling method. Previous attempts on detecting botnets are mainly based on honeypots [1-5], passive anomaly analysis [6-8] and traffic application classification [9-11]. In this paper, we focus on traffic classification based botnets detection. Instead of labeling and filtering traffic into non-IRC and IRC, we propose a
generic approach to classify traffic into different application communities (e.g. P2P, Chat, Web, etc.). Then, based on each specific application community, we investigate and apply the temporal-frequent characteristics of network flows to differentiate the malicious botnet behaviors from the normal application traffic. The major contributions of this paper include: (1) a novel application discovery approach for classifying network applications in a large-scale WiFi ISP network, (2) a new algorithm to discriminate botnets IRC from the normal IRC traffic, which is based on $n$-gram (frequent characteristics) of flow payload over a time period (temporal characteristics), and (3) a botnet detection framework for detecting any types of botnets.

The rest of the paper is organized as follows. Section II presents our application classification approach for network flows. Section III is the botnet detection algorithm based on the temporal-frequent characteristics of botnets. Section IV is the experimental evaluation for our detection model with over 160 million flows collected on a large-scale WiFi ISP network. Section V makes some concluding remarks.

2 Traffic Application Classification
Identifying network traffic into different applications is very challenging and is still an issue yet to be solved. In practice, traffic application classification relies to a large extent on the transport layer port numbers, which was an effective way in the early days of the Internet. Port numbers, however, provide very limited information nowadays. An alternative way is to examine the payload of network flows and then create signatures for each application. By observing traffic on a large-scale WiFi ISP network over a half year period, we found that even exploring the flow content examination method, there are still about 40% network flows that cannot be classified into specific applications. Investigating such a huge number of unknown traffic is inevitable since they might stand for the abnormalities in the traffic, malicious behaviors or simply the identification of novel applications.

2.1 Payload Signatures based Classification
The payload signatures based classifier is to investigate the characteristics of bit strings in the packet payload. For most applications, their initial protocol handshake steps are usually different and thus can be used for classification. In our approach, the application signatures are composed by 10 fields, namely application name, application description, protocol, srcip, srcport, dstip, dstport, commondstport, srccontent and dstcontent. The total number of application signatures is 470. A very small subset of the signatures is given in Table I. The classifier is deployed on FredeZone, a free wireless fidelity (WiFi) network service provider operated by the City of Fredericton [12]. Table II lists the general workload dimensions for the Fred-eZone network capacity. All the flows are bi-directional and we clean all uni-directional flows before applying the classifier. Table III lists the classification results over one hour traffic collected on FredeZone. A general result from Table III is that about 40% flows cannot be identified by the current application payload signatures based classification method. For the unknown traffic, we then apply a fuzzy cross association clustering algorithm to address this issue.

2.2 Unknown Traffic Classification
The traditional port-based classification method has been confirmed to be misleading due to the increase of applications tunneled through HTTP, the constant emergence of new protocols and the domination of P2P networking [13]. Examining the payload signatures of applications improves the classification accuracy, but still a large number of traffic cannot be identified. In
order to address this issue, we propose a hybrid application classification method, combining the payload signatures with a novel cross association clustering algorithm [14]. The payload signatures classify traffic into predefined known application communities. The unknown traffic is then assigned into different application communities with a set of probabilities by using a clustering algorithm.

The basic idea of applying cross association algorithm is to study the association relationship between known traffic and unknown traffic. The clustering goal is to summarize the underlying structure of object associations by decomposing the binary matrix into disjoint row and column groups such that the rectangular intersections of groups are homogeneous with high or low densities. During classification, the traffic consists of unknown and known flows are clustered in terms of the source IP and the destination IP. A set of rectangles is generated after this stage. We define these rectangles as communities including either a set of flows or empty. Then flows in each community are clustered in terms of destination IP and destination port. Similarly, one community will be decomposed into several sub-communities, each represents an application community. Figures 2 to 5 illustrate an example on applying our methodology for unknown traffic classification.

After all flows are classified into different application communities, we have to label each application community. A simple and effective way is to label each application community based on its content. In particular, we calculate the number of flows for each known application in the community and normalize the numbers into a set of probabilities ranging from 0 to 1. The unknown flows in each application will be assigned into a specific application according to a set
of probabilities. This idea is similar with the member function in fuzzy clustering algorithm and the experimental evaluation proves its accuracy and efficiency.

3 Botnet Detection Based on IRC Community
A general aim for intrusion detection is to find various attack types by modeling signatures of known intrusions (misuse detection) or profiles of normal behaviors (anomaly detection). Botnet detection, however, is more specific due to a given application domain. N-gram bytes distribution has proven its efficiency on detecting network anomalies [15-17]. Different with previous n-gram based detection approaches, our method extends n-gram frequency into a temporal domain and generates a set of 256-dimentional vector representing the temporal-frequent characteristics of the 256 ASCII binary bytes on the payload over a predefined time interval. After obtaining the n-gram (n=1 in this case) features for flows over a time window, we then apply a plain K-means algorithm to cluster the data objects with 256-dimentional features. The implementation of the detection approach is described in Algorithm I.

**Algorithm 1. Implementation of Botnet Detection Approach**

<table>
<thead>
<tr>
<th>Function</th>
<th>BotDet (F) returns botnet cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inputs:</td>
<td>Collection of data objects $\eta = r_1, r_2, \ldots, r_{256}$, $i = 1, 2, \ldots, N$</td>
</tr>
<tr>
<td>Initialization:</td>
<td>Initialize number of clusters $k$ (e.g., $k=2$), cluster centers $c_m$, $1 \leq m \leq k$</td>
</tr>
<tr>
<td>Repeat</td>
<td>$q \leftarrow q + 1$; Assign data objects to clusters and calculate the new center point $c_{m-n}$ for each cluster $m$.</td>
</tr>
<tr>
<td>Until</td>
<td>$\left</td>
</tr>
<tr>
<td>If</td>
<td>$\sigma_b = \max(\sigma_1, \sigma_2, \ldots, \sigma_m)$ then cluster $b$ is labeled as botnet cluster</td>
</tr>
<tr>
<td>Return</td>
<td>the botnet cluster $c_b$.</td>
</tr>
</tbody>
</table>

In practice, labeling the cluster is always a challenging problem when applying unsupervised algorithm for intrusion detection. By observing the normal IRC traffic over a long period on a large scale WiFi ISP network and the IRC botnet traffic collected on a honeypot, we derive a new metric, standard deviation $\sigma_m$ for each cluster $m$, to differentiate botnet IRC cluster from normal IRC clusters. The higher the value of average $\sigma_m$ over 256 ASCII characters for flows on a cluster $m$, the more normal the cluster $m$ is. This is reasonable because during normal IRC traffic, human being’s behaviors is more diverse with various possibilities compared to the malicious IRC traffic generated by bots, and is proved by observations in Figures 6 and 7.

Fig. 6 Average bytes frequency over 256 ASCIIIs for normal IRC flows, $\sigma = 0.002$
Fig. 7 Average bytes frequency over 256 ASCIIIs for botnet IRC Flows, $s = 0.0009$
4 Experimental Evaluation

We implement a prototype system for the approach and then evaluate it on a large-scale WiFi ISP network over five consecutive business days. The Botnet IRC traffic is collected on a honeypot deployed on a real network and is then aggregated into 243 flows. The time interval for flow aggregation is 1 minute. Over five days evaluation, we found that all the botnet flows can be accurately classified into the IRC application community (i.e. 100% classification rate for IRC traffic). Table IV shows the flow distribution for IRC application community and the total flow community for each day after the traffic classification step. Two metrics are used to evaluate the performance of discriminating botnet traffic from normal IRC traffic, namely Detection Rate (DR) and False Alarm Rate (FAR), which are calculated according to the following formulas:

\[
DR = \frac{\text{number of botnet flows detected}}{\text{total number of botnet flows}}
\]

\[
FAR = \frac{\text{number of false botnet alarms}}{\text{total number of alarms}}
\]

Table V lists the DR and FAR for all the five days detection and accordingly Table VI lists the average standard deviation over the 256 characters of the payload collected on the network for each cluster.

Table 4. Description on IRC Communities Over 5 Days

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>35409K</td>
<td>23724K</td>
<td>606</td>
<td>363</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>29538K</td>
<td>18313K</td>
<td>569</td>
<td>326</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>35272K</td>
<td>22574K</td>
<td>253</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>32693K</td>
<td>20596K</td>
<td>264</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>33751K</td>
<td>20926K</td>
<td>287</td>
<td>44</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Detection Performance Over 5 Days

<table>
<thead>
<tr>
<th>Days</th>
<th>Performance Metrics</th>
<th>DR (%)</th>
<th>FAR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100.0</td>
<td>8.9</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>100.0</td>
<td>6.8</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>77.8</td>
<td>3.1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>100.0</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>100.0</td>
<td>5.0</td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Standard Deviation of Bytes Frequency Over 256 ASCII for Normal and Botnet Clusters

<table>
<thead>
<tr>
<th>Days</th>
<th>Average Standard</th>
<th>Normal Clusters</th>
<th>Botnet Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0015</td>
<td>0.0005</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.0029</td>
<td>0.0017</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.0015</td>
<td>0.0006</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.0013</td>
<td>0.0005</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.0015</td>
<td>0.0006</td>
<td></td>
</tr>
</tbody>
</table>
5 Conclusions
Before the work reported by Rajab et al. in [2], very little has been done to study the botnet behaviors theoretically. The first workshop on Botnets was held in 2007 and since then many detection approaches have been proposed and also some real bot detection systems have been implemented (e.g. BotHunterTM by Gu et al.). In this paper we attempt to conduct a taxonomy on all existing botnet detection approaches and classify them into three categories, namely honeypots based, passive anomaly analysis based and traffic application classification based. As claimed by Gu et al. anomaly based botnet detection approaches have the potential to find different types of botnets, while current existing traffic classification approaches only focus on differentiating malicious IRC traffic from normal IRC traffic, which is considered as its biggest limitation. We address this limitation by presenting a novel generic application classification approach. Through this unknown applications on the current network will be classified into different application communities, like Chat (or more specific IRC) community, P2P community, Web community, etc. Since botnets are exploring existing application protocols, detection can be conducted in each specific community. As a result, our approach can be extended to find different types of botnets. In particular, we evaluate our framework on IRC community in this paper and evaluation results show that our approach obtains a very high detection with a low false alarm rate when detecting IRC botnet traffic. Especially we formalize the botnet behaviours by using an average standard deviation of bytes frequency over 256 ASCII on the traffic payload, and conclude an important bot detection strategy, that is the higher the value of the average deviation, the more human being like the IRC traffic. The strategy is important when using unsupervised clustering algorithm for botnet detection in the later research.
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Toward a Service-Oriented Computing Environment for Public Service Delivery in Municipal Broadband Wireless Networks
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Abstract
This paper provides an overview of a new investigation of serviced-oriented computing for the delivery of public services within municipal broadband wireless networks (MBWN). This research is part of a broad program to identify ways in which information and communication technologies (ICT) can contribute to the fostering of communities which are: healthy, safe, collaborative, learning, and sustainable.

1 Introduction
Service-oriented computing (SOC) is defined as “a paradigm for organizing and utilizing distributed capabilities that may be under the control of different ownership domains” which “provides a uniform means to offer, discover, interact with and use capabilities to produce desired effects consistent with measurable preconditions and expectations” (OASIS, 2006:8, 29). Papazoglou et al. define SOC as an approach to software development that “utilizes services as the constructs to support the development of rapid, low-cost and easy composition of distributed applications” (Papazoglou12006:2). MBWNs are defined here as wireless networks that are freely-accessible to the public. A variety of protocols are recognized here including, but not limited to: IEEE 802.11a, b, g, and n; 802.11s (mesh networking); and 802.16 d and 802.16 e (WiMax wide area networking). It appears likely that the architectures of most MBWNs will evolve into hybrids comprised of these different types of protocols.

2 Research Objectives
2.1 Theoretical / conceptual aspects of service-oriented computing: A theoretical/conceptual framework for the SOCE is in development, which includes: an object model, service interaction and service coordination models. Experimental aspects of service-oriented computing: of computational performance, usability, and social organization issues raised by the prototypes of public services are being produced.

2.2 Design heuristics for service-oriented computing: The theoretical, empirical, and experiential outputs of this research are yielding a set of design heuristics for the development of public services for MBWNs within a SOCE framework.

3 Key Research Areas and Background
Service taxonomy: This effort involves classification of the basic service classes that are desirable within a MBWN. One starting point here is the taxonomy of e-Government service types defined in (McIver2002:7-9). More recent efforts have begun to look specifically at e-Government services within a SOC context (Rogger2006). The taxonomy being developed in this investigation is integrating facets of SOC particular to the delivery of public services within a MBWN. These include: mobility, context awareness, resource discovery, location awareness, and communication volatility. Specific service categories under investigation at this time are: (1) gps-based, locationaware services, (2) marker-based, location-aware services, and (3) distributed collaboration technologies.
Location awareness: Location awareness is essential in identifying what information is needed in a given geospatial context as well as identifying what information exists in a given location. These capabilities apply to users and objects of interest within a MBWN's geographic scope. Gu et al. introduced a service-oriented architecture for supporting context-aware applications without explicit treatment of location awareness in a geographic context (Gua2005). Ibach and Horbank have demonstrated how to use SOC to compose location-aware services (Ibach2005).

Quality of service (QoS): Functional and non-functional aspects of QoS are important in a MBWN. Functional QoS within a MBWN takes into account wireless network connectivity characteristics and positioning fix characteristics (e.g. GPS or electronic markers). Papazoglou et al. have begun to address QoS in an SOC context, pointing out that QoS within an SOCE must take into account more than in traditional networking metrics to address the greater availability of applications and more complex interactions (Papazoglou2006). Papazoglou and Georgakopoulos developed a compositional model of QoS that allows an aggregate measure to be derived based on a collection of coordinated services within an SOCE (Papazoglou2003). Satyanarayanan and Narayanan developed the notion of fidelity levels for mobile applications, which quantifies QoS in terms of output quality (Satyanarayanan2001).

Architectural run-time style: An approach is being developed to configure components in a distributed and dynamic fashion that is optimal for an MBWN. López and O'Halloran developed an approach, called active frames, for selecting available services in a flexible manner (Lopez2001). Poladian et al. developed a model and algorithm for performing dynamic configuration applications within a SOCE based on resource awareness (Poladian2004).

Services foundation layer: This includes the description, discovery, and publication of services. This research is using standard SOC approaches for most of these areas, as surveyed in (Papazoglou2006). Notification is expected to be a mechanism that will require special attention within an MBWN.

Notification: This involves the delivery of status information about services (Papazoglou2006). Some classes of services within a MBWN may raise unique notification requirements, spanning technical through social layers within a service. For example, some classes of services will depend on human input as a component of notification. Some applications, would be well-served by a dynamic notification policy that informs all users of changes within a geo-spatial region or user class of changes within the SOCE (e.g. an emergent condition). A notification model is required that is appropriate across all classes of public services.

Routing: Different forms of delivery for general messages and notifications are required to support the range of services desired in a MBWN, including multicast, ordered routing, and point-to-point routing. Public safety services may require routing of certain classes of messages to a restricted set of recipients. Such capabilities become more critical in ad hoc or mesh regions, where reachability to all nodes cannot be assumed. Papazoglou et al. defined this as a grand challenge area for SOC (Papazoglou2006).

Security and privacy: Security enables privacy and prevents damage to a system, including its QoS. This research is concerned with understanding the full range of privacy issues raised by the
delivery of public services within a MBWN and providing end-to-end security that is sufficient for addressing these privacy issues. Skogsrud et al. developed Trust-serv, an approach to negotiating trust within SOCEs (Skogsrud2004). IBM proposed a comprehensive model for providing security within an SOCE (IBM2002).

**Application and data integration:** This is a core objective of the SOC paradigm. This research is identifying approaches that satisfy constraints that are unique to a MBWN. Representational State Transfer (REST) approach (Fielding2000) is currently being used in this research to implement service APIs and data transfer. This is currently being done using the Ruby on Rails web application framework along with JSON. This line of inquiry is giving special attention to Web 2.0 development approaches and business models which facilitate integration of third party applications with local applications and data (cf. O'Reilly2005). For example, the service prototype described below has been developed as a mash-up of a Google Maps service and data supplied by location-aware agents developed for the SOCE.

**Service and resource discovery:** Development of mechanisms that support automatic discovery of services and other resources within a MBWN is a long-term goal. Wang and Stroulia developed a collection of algorithms for performing service discovery using similarity tests between Web-Service Description Language specifications (Wang2003). Sahin et al. developed resource discovery algorithms specifically for peer-to-peer environments (Sahin2005). The latter approach may be particularly useful within ad hoc networking regions of a MBWN.

**Space syntax:** Many message routing approaches in mobile ad hoc networking (MANET) assume random spatial movement potentials for mobile network nodes carried by people. Dalton and Dalton showed the importance of modeling the natural movement of people to achieving optimal routing in MANET (Dalton2007). This work applies space syntax (Hillier1976) to model and measure how people move in urban environments. This investigation expects to extend space syntax to account for non-MANET as well as vehicular ad hoc networks (VANET) network topographies within MBWNs along with the unique combination of constrained and open movement potentials that exist in urban environments. For example, in modeling movement potentials for public transit systems, routes constrain not only the movement potentials for passengers aboard transit vehicles, but also pedestrians and potential passengers.

**Internationalization and cultural adaptation:** Delivery of public services within a MBWN must be adaptive to linguistic and cultural constraints of users. MBWNs are increasingly likely to be situated within multi-lingual environments. This investigation is developing architectural elements of the SOCE to support multi-lingual content delivery. A fairly mature area of research can be leveraged here (cf. W3C).

**Human factors:** This is orthogonal to all aspects of this research. This research is seeking to develop transcendant principles within the SOCE model that identify key human factors issues; however, human factors issues must still be identified for each service to be developed. McIver has surveyed many of these issues in the context of design for communities within developing countries (McIver2003).
**Wireless protocol selection heuristics:** Most municipalities are evolving MBWNs that contain a mix of protocols, including Wi-Fi, mesh, and WiMax. Cities need to understand the appropriateness of each technology. This area of inquiry is developing heuristics for protocols selection. At minimum, protocol selection must take into account service class, QoS requirements, and geo-spatial features within the SOCE, but may include many other inputs.

**Location awareness technology selection heuristics:** GPS as well as optical and electronic markers are classes of technologies of interest here. Optical markers include technologies such as ARTag (Fiala2004). Electronic markers include Bluetooth and RFID. This line of inquiry will seek to develop heuristics for selecting from among these classes of technologies based on environmental conditions, QoS constraints, and other factors to be identified. The opportunity exists to use platforms that are capable of simultaneous use of multiple location awareness technologies.

**Service development heuristics for MBWNs:** A life-cycle approach to public service development in an SOCE is being established. This effort is being informed by all other lines of inquiry in this project.

**4 Preliminary Research Results: Bus Locator -- A Wi-Fi-based Location Service for Public Transit**

**Service description:** The Intelligent City Bus Locator system will allow people to observe the position of buses traveling within a Wi-Fi service area in real-time.

**Research problem:** Cities are seeking ways to encourage “greener” methods of commuting. Public transit and active transit are key elements. What solutions can information and communication technologies contribute?

**Hypotheses:** (1) Increasing the availability of real-time, location-based information about a public transit system will greatly improve ridership, particularly for ad hoc trip planning. (2) A MBWN can provide reliable QoS for such information services.

**Opportunity:** Cities are modeling their transit routes within Google Transit, a variant of Google's interactive Map facility that provides search-based trip planning specific to a participant city's routes. The opportunity for SOC in this context begins with the development of value-added services to Google Transit through Google's open API. These are commonly referred to as “mash-ups.” The co-existence of low cost (or “free”) MBWN, such as Wi-Fi access along transit routes, brings the potential for these value-added services to provide real-time, location-based information. The city of Fredericton, New Brunswick is a participant in Google Transit and has deployed a public Wi-Fi infrastructure across parts of its public transit area.

**Architecture:** The architecture is depicted in [Figure 1](#). **Waypoint Server** stores and retrieves GPS and other types of waypoints. It provides a RESTful API and implements the GPS Exchange Format (GPX) schema. **Waypoint Reporter** continually monitors its location using global positioning and reports to the Waypoint Server. **Transit Monitor** is an application that integrates Google Transit functionality with real-time information from the Waypoint Server to provide a dynamic location monitor.
Implementation: A prototype Bus Locator service containing the elements described in Figure 1 has been implemented and is currently undergoing evaluation. The Bus Locator provides the user with an alternate view of Google Transit, showing static bus stop waypoints and dynamic bus location waypoints. A mash-up of bus stop waypoints for the downtown-to-university portion of Fredericton Transit's Route 16 was implemented. A dynamic mash-up facility was then implemented that shows a blue beacon representing the last known location of a bus. Both of these features are depicted in Figure 2. Bus Beacons indicate more than position. Textual information about the Bus and its route can be accessed by clicking on the Bus Beacon. This is depicted in Figure 3.

Technical challenges: One expected problem in architecting a SOCE within a MBWN is that desired service areas may be partially disjoint from network signal areas. This is in fact the case in Fredericton for the bus route that was chosen. The downtown-to-university portion of Bus route 16 is depicted in relation to the Fred-eZone Wi-Fi coverage areas in Figure 4. The dashed line indicates the bus route. The shaded regions indicate Wi-Fi coverage as measured by the city Fred-eZone administrators.
**Experimentation:** The authors conducted their own measurements of Wi-Fi reception along the route using Network Stumbler Version 0.4.0 running on a Sony VAIO UX Series Micro PC with an Intel® PRO/Wireless 3945ABG Network Connection (802.11a/b/g) Wi-Fi transceiver. Network Stumbler records the maximum signal to noise ratio (SNR) over 10 second spans. Minimum and maximum SNRs recorded along the route were 0 dB and 22.9 dB respectively. An average SNR of 10.96 dB was recorded at the bus stops along the route where no signal was expected, roughly between the points labeled “18” and “3”. Of the four regions along the route (with stops on either side of the road) where the signal had an SNR > 0, only one was characterized by NetStumbler as having poor reception.

In an initial test of the Bus Locator, however, the realities of connectivity were very different from the signal strength measurements. A connectivity test was conducted on a different day from the earlier signal strength measurements. The same Sony VAIO device running the Waypoint Reporter was operated in a automobile moving at a “leisurely” velocity (e.g. < 50 km/h) with periodic stops at the bus stops. A consistent connection could not be maintained throughout the route, even in areas were measurements were the strongest.
Discussion: Further experiments with the Bus Locator are required to understand performance issues within this environment and to improve its fault tolerance. A public trial is then necessary to attempt to validate the hypotheses. Results of the two initial experiments suggest that consistent connectivity might be possible using commodity Wi-Fi range extension technologies such as external antennae mounted on the outside of the vehicle. Further QoS experiments must
control for weather conditions, precise positioning of the antenna, vehicle velocity, and other factors. It is prudent, however, to pursue solutions that assume partial connectivity. Space syntax mentioned earlier and predictive models of motion may be useful here. These could be used as inputs to a Transit Monitor to fill gaps in real-time data. Complementary functionality to the basic Transit Monitor will also be explored. This includes the development of novel forms of search and trip planning made possible by the Bus Locator architecture.
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Water Level Monitoring by Image Observation of Bridge Piers
Bradford G. Nickerson and John-Paul Arp

Abstract
We present a novel camera image based water level observation system. The system is deployed on towers at two bridge locations in the Saint John River valley. All electronics on the tower are powered from a battery charged by a solar panel, and designed for cold weather operation. A cellular telephone network radio modem connects each observation tower to a web server that hosts an image gallery and that processes images to return the current water level. A special-purpose image processing algorithm is being developed to robustly extract the current water level in daylight or at nighttime, and to provide an estimate of the accuracy of the water level determination.

1 Introduction
As part of a project for flood forecasting with public participation [2], we constructed three image observation systems for bridge piers situated in a flood-prone area of the Saint John River Valley in New Brunswick, Canada. The observed images are made available to the public, which should result in them being better informed in near real-time about changing water levels near them. By attaching pier markers to the piers, we are also able to extract the level of the water using special-purpose image processing algorithms described in this paper. Figure 1 illustrates the camera and solar panel on top of the tower, and an overall view of the Princess Margaret Bridge pier installation.

2 Image Processing
The Stardot Netcam [5] we used supplies 640 by 480 pixel images in compressed .jpg format, with each image of size (on average) around 65 KB. Daytime and nighttime sample images are shown in Figure 2 and 3. The image processing to detect the left edge of the pier marker is necessary as the camera appears to be moving over time, and the pier marker appears at different locations in the image at different times. The visible tree branches also add significant noise to the image processing.

Figure 1: On the left is the cold weather camera (inside a weather-resistant enclosure) and solar panel on top of the 9 m high tower. The right image shows the camera view with a small focal length lens. The pier marker is visible slightly to the right of centre of the image.
The nighttime images are obtained by turning on a modified LED flashlight at the same time the camera is turned on. The camera, flashlight and radio modem to transmit the images are controlled by a specially built gateway communications controller that is part of a sensor web language (SWL) system (see e.g. [1]). This gateway controller turns on the camera, flashlight and radio modem only when required (e.g. for several minutes once every two hours) to conserve power. This allows the bridge pier observation system to run only on battery power recharged from the solar panel.

Even with the tower situated 75 m away from the pier marker, the light returned from the reflective tape on the pier marker at night causes a significant “bloom” or enlargement of the light reflecting areas. The dark spaces are still visible, but are approximately 1/2 the daytime image height. The white bars observed at nighttime are larger in height by a factor of around 1.33.

3 Water Level Extraction Algorithm

The geometry of the slightly rotated pier marker is illustrated in Figure 4. The key parameters we need for determining the water level are the number of pixels \( p \) measured in the direction of vector \( u \), the starting point \((x_s, y_s)\) that is in the middle of the top of one of the white bars, the angle \( \alpha \) from vertical that the pier marker is mounted, and the numbers of bars \( b \) (both reflective (white) and background (black)) in the entire pier marker. Knowing the height \( H_s \) of the starting point \((x_s, y_s)\) above sea level, one can then trace down the vector \( u \) (which follows down the centre of the bars), alternating “white” and “black” until a “different” average intensity of pixels around the centre pixel is found. Once this “different” average intensity is found, the algorithm “backs up” to the previous white or black bar, and proceeds in the direction of \( u \) one pixel at a time until a different average intensity is found. The water level determination algorithm is given in Fig.5.

Figure 2: On the left is the original image showing water on the pier marker on Jan. 13, 2008. The middle image is the result of processing the original with an edge detection filter. The right image is a histogram equalized version of the original, and has a green line on the left edge of the pier marker indicating the detected edge location.
Figure 3: Nighttime images. On the left is the original image showing water on the pier marker early in the morning (shortly after midnight) of Jan. 14, 2008. The middle and right images are processed in the same way as the daytime images.

In Figure 5, the factor $f$ used to scale the final boundary location where the water intersects the pier marker is based on the average intensities $I_t = \text{target (water body)}$, $I_c = \text{last determined after crossing the boundary}$, $I_p = \text{that one pixel before $I_c$ in the direction of $u$}$. Factor $f$ is computed as

$$f = \frac{I_c - I_t}{I_p - I_t} \quad (1)$$

where the assumption is made that $I_t$ is the lowest intensity. The four cases that can arise are shown in Figure 6.

Figure 4: The geometry of the bridge pier marker image for water level extraction. $p$ is the number of pixels in 10 cm, where 10 cm is the height of one pier marker “tooth” (which we call a “bar”), $a$ is the angle from vertical (positive counterclockwise) that the bridge pier marker appears in the image, $u$ is the vector running down the center of the pier marker “teeth” and $v$ is the vector perpendicular to $u$. 
4 Experimental Results
So far we have been able to use the edge detection software to reliably determine where the edge of the pier marker is. This is accomplished using the Java Advanced Imaging (JAI) packages to do the basic image manipulation (see e.g. [3]). Manual observations indicate that $a = 7$ degrees, and $p = 14.25$. With $p$ this large, $k$ can be chosen as 25. We are continuing to work on implementing and refining the algorithm in Figure 5. We expect that with tuning, we can get the standard deviation of the height determination to be around 2 pixels. For $p = 14.25$ pixels per 10 cm, this would be equivalent to a standard deviation of 1.4 cm. If the pier marker appears smaller in the image (due to a different tower location or a different lens), $p$ will also be smaller, resulting in a proportionally larger standard deviation.

5 Conclusions
With help from many sources, we have designed and built a bridge pier observation system from which we can extract water level readings. The system has the added advantage of making the continuously updated images available on a web server so that the general public can see how water is rising or falling, even at night. This additional visual feedback improves on standard water level gauges that work on pressure transducers (see e.g. [4]), and will hopefully lead to improved flood event response by the public.
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GetWaterLevel$(x_s, y_s, a, H_s, p, b)\)
1. $bar \leftarrow 2; white \leftarrow 1; \Delta x \leftarrow p \sin(a); \Delta y \leftarrow p \cos(a);$
2. $x_o \leftarrow x_s + \frac{\Delta x}{2}; y_o \leftarrow y_s + \frac{\Delta y}{2};$
3. $\delta x \leftarrow \frac{\Delta x}{p}; \delta y \leftarrow \frac{\Delta y}{p};$
4. $I_o \leftarrow \text{average intensity of } k \text{ pixels surrounding } (x_o, y_o);$
5. $x_o \leftarrow x_s + \frac{1}{2} \Delta x; y_o \leftarrow y_s + \frac{3}{2} \Delta y;$
6. $I_o \leftarrow \text{average intensity of } k \text{ pixels surrounding } (x_o, y_o);$
7. $I \leftarrow I_o;
8. \text{while } \text{same}(white, I, I_o, I_w) \text{ and } bar \leq b$
9. \hspace{1em} $do x_e \leftarrow x_s + \frac{\Delta x}{2} + bar \times \Delta x;\$
10. \hspace{1em} $y_e \leftarrow y_s + \frac{\Delta y}{2} + bar \times \Delta y;\$
11. \hspace{1em} $I \leftarrow \text{average intensity of } k \text{ pixels surrounding } (x_e, y_e);\$
12. \hspace{1em} $bar \leftarrow bar + 1; white \leftarrow (white + 1) \mod 2;\$
13. \hspace{1em} \text{if } \text{bar} > b$
14. \hspace{2em} $then L.detect \leftarrow "A"; L.level \leftarrow -1; L.levelSD \leftarrow -1; \text{return } L$
15. \hspace{1em} $\text{if } |I - I_o| < |I - I_b|$
16. \hspace{2em} $then L.detect \leftarrow "S";\$
17. \hspace{1em} $\text{else } L.detect \leftarrow "W";\$
18. \hspace{1em} $bar \leftarrow bar - 1;\$
19. \hspace{2em} $x_e \leftarrow x_s + \frac{\Delta x}{2} + bar \times \Delta x;\$
20. \hspace{2em} $y_e \leftarrow y_s + \frac{\Delta y}{2} + bar \times \Delta y;\$
21. \hspace{2em} $I \leftarrow \text{average intensity of } k \text{ pixels surrounding } (x_e, y_e);\$
22. \hspace{2em} $white \leftarrow (white + 1) \mod 2; x_g \leftarrow x_e + m \times \delta x; y_g \leftarrow y_e + m \times \delta y;\$
23. \hspace{2em} $I_p \leftarrow I; m \leftarrow -1;\$
24. \hspace{2em} $while \text{same}(white, I, I_o, I_b)$
25. \hspace{3em} $do x_p \leftarrow x_e; y_p \leftarrow y_e; I_p \leftarrow I; x_e \leftarrow x_e + m \times \delta x; y_e \leftarrow y_e + m \times \delta y;\$
26. \hspace{3em} $I \leftarrow \text{average intensity of } k \text{ pixels surrounding } (x_e, y_e);\$
27. \hspace{3em} $\text{if } m > p$
28. \hspace{4em} $then white \leftarrow (white + 1) \mod 2\$
29. \hspace{2em} $\text{return } L.$
30. \hspace{1em} $L_c \leftarrow \text{average intensity of } k \text{ pixels surrounding } (x_o, y_o);\$
31. \hspace{1em} $f \leftarrow \frac{I_o - I}{H_s};\$
32. \hspace{1em} $x_o \leftarrow x_o + f \times \delta x; y_o \leftarrow y_o + f \times \delta y;\$
33. \hspace{1em} $L.level \leftarrow H_s \times \sqrt{((y_o - y_s)^2 + (y_o - y_c)^2) / (10 \times P)};\$
34. \hspace{1em} \text{repeat for one-pixel steps to the left and right of } x_g$
35. \hspace{2em} \text{compute the average and SD of all found } L \text{ level values}$
36. \hspace{1em} \text{return } L.$

Figure 5: Algorithm for determining water level $L$ from an image of a bridge pier marker. $H_s$ is the orthometric height (m above mean sea level) of $(x_s, y_s)$ and $b$ is the number of “bars” (of black and white) in the entire pier marker. $k$ is the number of pixels surrounding the pixel that $(x_s, y_s)$ falls in, including the centre pixel containing $(x_s, y_s)$. $k$ can be 25 for bars with $p \geq 5$, or 9 if $p < 5$. Function same($white, I, I_o, I_w$) determines if the average pixel intensity $I$ changes from its current bar average value ($I_b$ or $I_o$ depending on the boolean variable $white$.)
Figure 6: Geometry of the four cases for extracting the final water boundary from the image. In this case, the assumption is that the average water intensity $I_t$ is less than the average intensity $I_b$ of the dark “teeth” on the pier marker. (a) Center of the Danish National Research Foundation. The authors would like to thank Bruce Miller, chief electronic technician at the UNB Electrical and Computer Engineering Department for his valuable assistance.
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A Fuzzy Logic Programming Model for Sensor Networks

Bradford G. Nickerson and Ke Deng

Abstract
In this paper, we present a sensor network programming model using fuzzy logic. A fuzzy controller model is used to dynamically control the rate of observation of environmental variables. Differing rates arise from changing environmental conditions. Inferencing using linguistic rules provides a compact, human friendly way to represent the knowledge base for controlling environmental sensor networks. Our programming model is illustrated with a simulation having two rules and three environmental variables.

1. Introduction
Environmental sensor networks are susceptible to unreliable wireless radio communication, environmental interference and failed hardware components [14]. Our hypothesis is that the reliability of web-connected sensor networks can be improved by adding to SWL adaptive control rules represented using a fuzzy logic controller approach [2, 11, 10]. Such an approach is amenable to a compact representation, and to a broader representation of decision support rules beyond rate of observation control [6, 16, 8].

2. SWL Network State Space Model
The SWL sensor network state is represented by both the sensor observation rates and the sensor readings as shown in Figure 1, where \( o_i \) is the current observation rate of the \( i^{th} \) sensor and \( r_i(t) \) are the current and the previous recorded sensor readings of the \( i^{th} \) sensor.

3. SWL Fuzzy Control Design
The structure of our proposed SWL fuzzy control system is shown in Figure 2. One distinct requirement for environmental sensor networks is that the time duration of the previous states must be recorded. For this reason, a memory buffer is added to the fuzzy controller. The memory buffer contains the sensor readings and the observation rates for the last \( s \) (e.g. \( s = 24 \)) hours.

Figure 1. Fuzzy SWL network state.
4. Fuzzification
Fuzzification converts each crisp sensor reading into degrees of membership by applying a set of membership functions. Environmental variables represent the types of environmental sensor. Table 1 shows some of the SWL environmental variables and their linguistic states. We use the well-known trapezoidal membership functions because they are inclusive enough to map most environmental variables into reasonable fuzzy sets. The general form of a trapezoidal function is shown below:

\[
p(x; a, b, c, d) = \begin{cases} 
0, & \text{if } x < a, x > d; \\
\frac{x-a}{b-a}, & \text{if } a \leq x \leq b; \\
1, & \text{if } b < x < c; \\
\frac{d-x}{d-c}, & \text{if } c \leq x \leq d. 
\end{cases}
\]  

(1)

where \( a, b, c, d \in \mathbb{R} \), and \( a \leq b \leq c \leq d \).

The membership functions of the air temperature variable (in Canada) can be defined as follows:

- \( \text{freezing}(x) = f(x; -60, -60, -10, 0) \)
- \( \text{cold}(x) = f(x; -10, 0, 5, 15) \)
- \( \text{warm}(x) = f(x; 5, 20, 30, 35) \)
- \( \text{hot}(x) = f(x; 30, 35, 60, 60) \)
Table 1. Sample environmental variables and their fuzzy set linguistic states.

<table>
<thead>
<tr>
<th>Category</th>
<th>Variable</th>
<th>States</th>
<th>Units (SI units in bold)</th>
</tr>
</thead>
<tbody>
<tr>
<td>water</td>
<td>pH</td>
<td>acidic, neutral, base</td>
<td>NA</td>
</tr>
<tr>
<td>water</td>
<td>ORP (oxidation reduction potential)</td>
<td>low, medium, high</td>
<td>mV</td>
</tr>
<tr>
<td>water</td>
<td>temperature</td>
<td>freezing, cold, warm, hot</td>
<td>°C</td>
</tr>
<tr>
<td>water</td>
<td>conductivity</td>
<td>low, medium, high</td>
<td>Siemens per metre (Sm⁻¹)</td>
</tr>
<tr>
<td>water</td>
<td>level</td>
<td>low, medium, high</td>
<td>m</td>
</tr>
<tr>
<td>water</td>
<td>rainfall</td>
<td>light, moderate, heavy</td>
<td>mm per 24 hours</td>
</tr>
<tr>
<td>air</td>
<td>atmospheric pressure</td>
<td>low, normal, high</td>
<td>kPa, mmHg, inHg, millibars</td>
</tr>
<tr>
<td>air</td>
<td>temperature</td>
<td>freezing, cold, warm, hot</td>
<td>°C</td>
</tr>
<tr>
<td>air</td>
<td>humidity</td>
<td>low, normal, high, saturated</td>
<td>%</td>
</tr>
<tr>
<td>sun</td>
<td>solar radiation</td>
<td>low, normal, high</td>
<td>watts per m², candela (cd), lux (lumen per m²)</td>
</tr>
</tbody>
</table>

5. Rule Base and Inference Engine
The generic form of SWL rules is shown below:

\[
\text{Rule}_j[\omega_j]: \quad \text{if} \quad r_1(p(r_1) [\text{for } R^1_j]) \text{ and } r_2(p(r_2) [\text{for } R^2_j]) \text{ and } \ldots \quad r_n(p(r_n) [\text{for } R^n_j]) \quad \therefore \quad q'_j(x) \quad (2)
\]

\(w_j\) represents the rule writer’s degree of confidence on rule \(j\); \(r_i\) and \(p(r_i)\) represent the \(i^{th}\) sensor’s current sensor reading and its membership function, respectively; \(R^k_j\) represents the time duration specified in the \(k^{th}\) condition of rule \(j\); \(q'_j(x)\) represents the conclusion function of rule \(j\). \(R^k_j\) and \(w_j\) are both optional when a SWL rule is specified. A default value of 1 is used for \(w_j\) when it is not specified in a rule. Two SWL sample rules are shown as follows:

**Rule 1:** if air temperature is freezing for more than 24 consecutive hours, and rainfall amount sensor indicates light rainfall, and water level sensor observation rate is currently normal, then decrease the rate of observation of the water level sensor to infrequent

**Rule 2:** if air temperature is above freezing for more than 12 consecutive hours, and rainfall amount sensor indicates moderate rainfall, and water level sensor observation rate is currently infrequent, then increase rate of observation of the water level sensor to normal

Figure 4 plots the activated conclusion functions \(q_1(z)\) and \(q_2(z)\) for rule 1 and rule 2, respectively. Figure 5 plots the accumulated function \(A(z)\) by merging \(q_1\) and \(q_2\) in Figure 4 using the \(\max\) operator. These plots are based on the following sensor readings: \(r_1(t) = −8 \, ^°\text{C}(\text{air temperature}), r_2(t) = 6 \, \text{mm per 24 hours (rainfall amount), and} o_3(t) = 5 \, \text{times per hour (water level observation rate).} \)
For an adaptive environmental sensor network, the time factor (see $R^k_j$ in Equation 2) must be taken into consideration. The time factors are stored in an augmented memory buffer in the fuzzy controller. Full details are given in our paper [9].

6. Simulation Discussion
We manually simulated our SWL fuzzy controller by using two rules and three environmental variables. The results showed that our fuzzy model seems feasible for environmental sensor networks. The inference process was augmented by an additional memory buffer that remembers time durations of past states. Rules reside only on sensor nodes controlling sensors belonging to appropriate rule groups. Our compact representation using fuzzy logic allows inferencing to take place directly in the sensor nodes. This approach minimizes gateway communication, and thus reduces energy consumption.

7. Work Planned
Our plan is to have network state changes be transmitted only among sensors residing on different sensor nodes [3, 13, 5, 4, 15, 1]. A field experiment for testing our SWL fuzzy control system is illustrated in Figure 6.
8. Conclusion and Future Work
A memory buffer was added to the fuzzy controller to remember the time durations of past states. This permits temporally scaled rules better able to represent relatively slowly varying environmental variables. Besides the field test, we also plan to investigate how well this SWL fuzzy logic system can represent rules concerning data quality assurance.
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Efficient Search of Path-Constrained Moving Objects
Bradford G. Nickerson and Thuy Thi Thu Le

Abstract
We present a spatio-temporal data structure, called the Graph Strip Tree (GStree) for indexing moving objects constrained to move on a planar graph. The GStree is designed to efficiently answer range queries about the current or past positions of moving objects.

1 Introduction
One of the biggest challenges in spatial and spatio-temporal databases is how to improve the response time for query processing of moving objects, called continuous query processing (e.g. [5], [4]). Saltenis et al [6] divide the problem of indexing the positions of continuously moving objects into two categories. Queries about the current and anticipated future positions of moving objects define one category. Such queries are likely to be used in real-time and near real-time systems. Applications such as traffic control, emergency response and navigation while driving fall into this category. The second category focuses on the history of the positions of moving objects. Queries on historical data are likely to be used in applications such as planning, event reconstruction and training. Our research addresses the latter category.

We assume there are \( m+1 \) positions for each moving object defined on \( m \) equally spaced time intervals in the time domain \([0, T]\). In addition, we assume that the object positions are restricted to move on a planar graph (possibly disconnected) defined by its edges \( E \) and vertices \( V \). Figure 1 shows a small part of a test road network. We support two types of queries; stabbing queries defined as \( Q_1 = (R, t_q) \) to find the \( K \) moving objects intersecting rectangle \( R \) at time \( t_q \), and rectangle queries defined as \( Q_2 = (R, [t_1, t_2]) \) to find the \( K \) moving objects intersecting rectangle \( R \) at any time during time interval \([t_1, t_2]\). Both query types can be counting queries (report only \( K \)) or reporting queries (report the identity of the \( K \) moving objects satisfying the query). Recently, one approach to indexing the history of the positions of moving objects is MON-tree [2]. The MON-tree data structure consists of two R-trees and a hash table.

2 The Primary Data Structure
We assume that \( N \) objects are constrained to move on a planar graph \( G \) with \( E \) edges and \( V \) vertices. The graph can be disconnected, corresponding, for example, to disconnected road networks in a jurisdiction with islands or remote areas (as in Figure 1).

The primary data structure used for indexing the planar graph is called the graph strip tree, or GStree for short. The GStree is based on the strip tree [1], but it is generalized to allow for indexing collections of strip trees representing a planar graph. Figure 2 illustrates a planar graph with \( V = E = 4 \). Figure 3 illustrates the corresponding GStree arising from the planar graph in Figure 2.
The primary indexing structure shown in Figure 3 is a binary tree as each interior node $M_i$ has at most two children. The tree is constructed such that interior nodes have one or two children, and such that the tree is height balanced.

### 3 Secondary Data Structure

Each moving object interval set $I_i$ contains $m$ pointers to external interval trees. Each external interval tree $T^i_i$ stores the intervals of moving objects on graph edge $e_i$ for time interval $[t_{ij-1}, t_j]$. Figure 4 illustrates a moving object interval set for edge $e_1$ in Figure 2.

Figure 4 also illustrates the interval tree $T_{31}$ arising from the interval set $I_1$. Interval trees are a linear space data structure that can report all intervals in a set $I$ of size $n$ intersecting a query point in $O(\log n + K)$ time, where $K$ is the number of reported intervals (see e.g. [3]). Interval tree $T_{31}$ has 4 nodes, and is height balanced.

### 4 Searching in a GStree

A search query $Q_2 = (R, [t_1, t_2])$, in the form of a rectangular query $R$ and a time interval $[t_1, t_2]$, is performed from the root node to the leaf nodes of the GStree. The rectangular query $R$ is used first to find edges intersecting $R$. For each intersected edge, the time interval query is used in interval trees to find moving objects having their time intervals and position intervals satisfy the query.
Figure 2: An example graph $G$ with 4 edges $e_1, \ldots, e_4$ and 4 vertices $v_1, \ldots, v_4$. The edges are represented as strip trees, with $C_1, \ldots, C_4$ representing the root bounding boxes for each strip tree. The strip trees are merged bottom up in pairs to construct the GS-tree.

Figure 3: The graph strip tree (GS-tree) corresponding to the planar graph in Figure 2. (a) Each leaf $C_i$ points to the strip tree $S_i$ representing the graph edge $e_i$, as well as to the corresponding moving object interval sets $I_i$. (b) Interval sets $I_i$ are an array of size $m$. Each element of $I_i$ points to an external memory interval tree $T_{ji}$ representing the moving objects during interval $j$ on edge $e_i$. 
Figure 4: An example interval tree $T^3$ for $e_1$ of the graph in Figure 2. There are 11 intervals representing 11 moving objects during the time interval $[t_2, t_3]$. Moving objects $p_1, ..., p_6$ are moving from vertex $v_1$ to vertex $v_2$. Moving objects $p_7, ..., p_{11}$ are moving in the opposite direction from $v_2$ to $v_1$.

The top graph strip tree is first used to find position intervals in each edge intersecting the query rectangle $R$. Figure 5 illustrates three cases that can arise.

Figure 5: Three cases for the intersection between a graph edge and a query rectangle $R$. If an edge $e_i$ does intersect $R$, a list $F_i$ of intersecting intervals between $e_i$ and $R$ is constructed. For example, there are two intersecting intervals $[0.39, 0.52]$ and $[0.69, 0.87]$ in Figure 5 (b), and there is one intersecting interval $[0, 0.1]$ in Figure 5 (c). Interval trees whose time interval intersects with the query time interval $[t_1, t_2]$ are used for the next search step. With the input lists $F_i$, the algorithm searches in the related interval trees $T^j_i$ and returns the list $D_i$ of moving objects intersecting the query intervals. This list may need to be pruned to account for the fact that the query time interval $[t_1, t_2]$ may not overlap completely with the interval tree time interval $[t_j, t_{j+1}]$.

5 Conclusion

In this paper, we present a new data structure, the so-called GS-tree, for efficient search of moving objects (e.g., vehicles) on planar graphs. The GS-tree is a combination of strip trees and interval trees. Strip trees are used for indexing edges in a planar graph. Each strip tree (at leaf level) represents a polyline (corresponding to a road or road segment in a road network). The interval trees are used to index the trajectories of moving objects on roads indexed by strip trees. There are some advantages for the GS-tree. First, the top strip trees and the bottom interval trees...
are independent; thus, we can update one of them without affecting the others. For example, one can update interval trees without changing the strip tree indexing for edges, or update a strip tree when an edge changes, without affecting other strip trees (at leaf level). Second, since moving objects on a graph edge belong to a strip tree, we can easily answer queries which count moving objects on a specific edge; for example, how many vehicles move on a specific road.
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Quality of Service (QoS) for Video transmission
Shihyon Park John DeDourek

Abstract
There is growing popularity of real time Internet traffic such as audio and video streams. However, traditionally on the Internet, different types of traffic are not distinguished. When congestion occurs, all traffic suffers the same impairments, e.g., increasing delay, more variable delay, and packet loss. However, different types of traffic have differing sensitivities to these impairments. In order to deal with these issues, QoS Schemes have been proposed. The work of this project is based on two previous MCS theses [1] [2]. The previous work used Linux queuing disciplines to implement a QoS scheme in a Linux based router within a testbed. That work implemented categorization of packets, scheduling of packet transmission, and management of available bandwidth. However, the evaluation of the system was based on only limited varieties of traffic. The main goals of this work are to evaluate the QoS technique for transmission of real time videos, to investigate additional techniques for generating realistic real time traffic, to investigate additional technique for monitoring the packet traffic through a network, and to implement modifications to the QoS system of the testbed.

1 Motivation
Internet users are increasing rapidly and the users request diverse services on the Internet. Networking technology like cellular phones, and PDAs, and changing communication environments like wireless local area networks, and multimedia applications embedded in wireless environments, and applications such as video phones, video conferencing, on-line lectures, on-line games, Video on Demand (VoD) are part of this development. These real-time streaming video applications have become one of the important services on the Internet, and have been expanding gradually. The Internet is currently designed for best effort delivery by default. However, real-time streaming video is always bandwidth hungry and delay sensitive. Traditional network applications are more sensitive to packet loss than delay. This is the main issue when real-time Internet traffic is treated the same as traditional network traffic in IP networks. Hence, when congestion occurs all traffic suffers the same impairments, such as increasing delay, more variable delay, and packet drops. A solution to these problems is to provide a Quality of Service (QoS) mechanism and to have resource management to support QoS for real-time streaming video/audio applications.
2. Methodology for Quality of Service Mechanism

This research involved the evaluation of a QoS technique for transmission of real time streaming video. The test-bed shown in Figure 1 is used to investigate how real-time video/audio streams behave in a QoS domain and to provide recommendations on the methods to manage bandwidth. DiffServ (Differentiated Service) technology is used as the QoS mechanism. The DiffServ domain includes a bandwidth broker (BB) to manage bandwidth in heterogeneous networks. The Hierarchical Token Bucket (HTB) queuing scheme to schedule packet transmission at the Linux based routers, and a policing mechanism is deployed at the Linux based routers. The policer is a mechanism by which a particular flow of packets can be limited to the rate specified by the BB. It accepts traffic if the traffic rate is below the specified rate but drops packets above that rate. Figure 1 shows two routers which are called the edge router (ER), and the core router (CR). Each router has different characteristic to provide QoS. The QoS scheme requires a
packet marker to categorize packets, policer to limit traffic, and queuing discipline (Qdisc). In this research, HTB is used to manage the bandwidth. HTB is known as classful Qdisc. HTB has multiple classes in the qdisc so that the traffic flows in the qdisc can be differentiated and treated differently from each other. Figure 2 shows components of the edge router (ER). The function of ER is to accept and filter the incoming packets’ mainly characterizing, policing, and marking IP traffic.

Figure 3. IP packets in the Linux Kernel on core router

The core router (CR), shown in Figure 1 and 3, in the QoS domain does not perform any QoS control for admission control or any management functions, but carries on packet scheduling and forwarding method. This is known as PHB (Per Hap Behavior) using a code-point in the IP header to select a PHB as a specific forwarding. EF (Expedited Forwarding) PHB is used for real-time video traffic in this research. Real-time streaming video is marked as EF. EF PHB provides low loss, low jitter, and low latency.

3. Methodology for Resource Management
Transmission of video actually requires compression to achieve an acceptable bandwidth requirement. This compression results in a variable bit rate (VBR) transmission. In order to provide QoS, it may be necessary to reduce or control in transmission rate peaks (bursts) on resource-restricted networks. This may result in packet delay or packet loss. To deal with bursty traffic, the token bucket mechanism can be used. This research work investigates the characteristics of real-time streaming video traffic. Techniques for generating realistic real time traffic and for monitoring the packet traffic through a network are investigated. Several MPEG2 compressed videos clips are used in the evaluation. An interview clip has no scene (background) changes. There is only one person who talks on the same background during playing time. This clip was chosen because it has similar characteristics to video conferencing or on-line lectures. A clip is showing card tricks with lots of scene (background) changes represents entertainment such as movies and music concerts.

4. Results and Analysis
4.1. Investigation of rate and burst
Experiments were performed to investigate suitable rate and burst settings for the token bucket method to provide QoS through the QoS domain. Tests were conducted with the interview.mpg (interview clip) and card.mpg (card trick clip). The estimated average rate (file size divided by playing time) of interview.mpg is 626Kbits/s. The estimated average rate of card.mpg is 1,448Kbits/s. Figure 4 (for the interview clip) and Figure 5 (for the card clip) report packet loss for a range of rate and burst settings for the token bucket. From the result in Figure 4, the most interesting thing we observed is that burst size does not help to reduce the packet loss.
However, packet loss decreases rapidly with increasing bandwidth. It seems that a real time streaming video like an interview requires a certain amount of bandwidth rather than a large burst size. When the rate is 750Kbits, packet loss is zero with any burst size. From these results, we can conclude that this compressed video clip may not generate bursty traffic. This may be true because no background changes occur in the video. However, the simple technique used to estimate the required rate result is too low of an estimation. Estimated average rate is 626Kbits/sec. The required rate is 750Kbits/sec with any burst. We can suggest how to set rate and burst from this test. The formula is that 750-630 = 120Kbits need to be added to the estimated average rate with a burst of 10Kbytes.
The card.mpg result is shown in Figure 5. From the tests we observed that for instance increased rate with 10Kbytes burst does require that more bandwidth be allocated for zero packet loss than for a 15 KB burst. This may be due to the scene changes. This is the reason that only 10Kbytes burst does not reduce the packet loss with increasing bandwidth rate as well as do larger burst values. From the experiments with card.mpg, a rate and burst value can be derived. Let’s make a formula for how much bandwidth and burst are recommended to transmit a real time video through the QoS domain. Estimated average rate = 1,448Kbits/sec Measured zero loss rate = 1,550Kbits/sec with 20Kbytes burst. We can probably say 1,550-1,450 = 100Kbits need to be added to estimated average rate with burst 20Kbytes.
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Prediction of Regulatory Networks for Non-Model Organisms
Rachita Sharma, Patricia Evans, Virendra Bhavsar

Abstract
A regulatory network of an organism is represented by a set of genes and their regulatory relationships, which indicate how genes affect production of other gene products. We are developing a system to predict the regulatory relationships of a non-model organism, about which less information is known, using information about the regulatory relationships of a more thoroughly investigated model organism. Different sets of genes, specifically transcription factors and target genes, that act as regulatory elements are identified in this research for the non-model organism using three and four methods, respectively, based on different tools and databases used. We devised a method to predict a regulatory network for the target genome using these set of genes and available regulatory network of the source genome. Various experiments are conducted to test and analyze the methods used for identification of regulatory elements for the target genome. Yeast and Arabidopsis thaliana are used as the source and target genome, respectively, in these experiments. For the mapped transcription factors, the results are analyzed by confirming if the predicted transcription factors are actually annotated transcription factors for the target genome and are mapped as the correct type of transcription factors from the source genome. The results indicate that the method for mapping transcription factors using similar protein domain families has better performance over the other two methods using sequence similarity and similar protein domain sub-families, and that the predicted transcription factors determined are mapped with correct type from the source genome.

1 Motivation
The determination of regulatory pathways from available data is one of the major challenges in bioinformatics research. The function of a gene in any genome is regulated (inhibited or activated) by another gene or a combination of other genes [6]. These regulatory relationships between genes and the complete regulatory network for a genome are of great interest to biologists. A large amount of experimental data is required to infer regulatory pathways, and similarity in regulatory relationships between related organisms can be useful. A number of methods have been used to construct gene regulatory pathways, including Boolean networks [1], Bayesian networks [3], hybrid Petri nets [7], and differential equation models [4]. The advantage of using Boolean networks [1] is that they are rule-based and computationally simple, but it is unable to represent some known behaviors like negative feedback loops and other rules that can be represented by continuous models. The methods using Bayesian networks may work well for small size networks not for the actual large regulatory networks [3]. Bayesian networks have many parameters, require huge amounts of data for reliable network inference and cannot represent the existence of loops. A large amount of data is required for accurate network prediction. All of the previously mentioned methods use only gene expression data, consisting of expression levels of thousands of genes in different experiments. This data is affected by noise and experimental errors, which makes it difficult to determine the actual regulatory relationships, and they do not work well for large actual regulatory networks. The direction of inhibition/activation between the co-regulated genes is also difficult to decide using only gene expression data. Other available related biological data, such as protein-protein interaction data, promoter and binding site data, can be used as well to determine more accurate regulatory relationships. Some of the recent methods [5] have used combinations of these types of data but
have not used all of them together, and many of the methods used work well for small example networks but not for larger actual regulatory networks.

Some organisms, such as yeast, *Arabidopsis thaliana* and fruit fly, are being investigated thoroughly by the biologists as model organisms. There is a large amount of biological data available for model organisms, making it easier to construct regulatory networks using one of the available methods mentioned above, but that is not the case for non-model organisms. As there is not much data available for non-model organisms, transferring some biological knowledge (genes and their regulatory relationships) from the regulatory network of a closely related organism can be very useful. A system thus needs to be developed to use the biological knowledge of the two organisms from various available databases. The system should be able to deal with huge amounts of different types of data with noise, and should be practically applicable for the construction of large regulatory networks. In this context, the main objective of this work is to use existing pathways of model organisms, together with diverse biological data for both organisms, to construct partial or complete regulatory networks for a non-model organism. This paper investigates how accurately regulatory relationships can be mapped between organisms.

2 Methodology

Mapping a regulatory network from the source genome to the target genome involves identifying similar regulatory relationships in the target genome. The first step in this research is to identify similar regulatory elements in the target genome that are involved in transcription regulation. These regulatory elements consist of transcription factors and target genes that are represented as nodes in a regulatory network. A regulatory relationship is a link in the regulatory network between a transcription factor and a target gene representing the type of regulation. In this research, we base similarity between two regulatory relationships on many criteria. These criteria include functional similarity of transcription factors and similar active binding site regions in the target genes to which these transcription factors bind. The transcription factors in a pair of similar regulatory relationships should be functionally similar so they regulate and bind to similar binding site regions. The target genes in a pair of similar regulatory relationships should have similar binding site regions so that the genes can be regulated and bound by similar transcription factors and have the same type of regulation.

The tools and databases used in this research to map regulatory elements consist of the sequence similarity search tool BLAST [8], the protein domains identifier tool InterProScan [9], the Nucleosomes Position Prediction tool [2], the transcription factor database, regulatory network data and transcription factor binding site motif data of the source genome, and the nucleotide sequence data, protein sequence data and promoter sequence data of the target genome. We devised a method for mapping the regulatory network based on different databases used. The databases used to map regulatory relationships in this research consists of: the regulatory network of the source genome; the transcription factor and target gene data identified for the target genome; the transcription factor binding site motif data of the source genome; the nucleotide sequences of the source and target genome; and the gene expression data of the target genome.

The BLAST tool [8] is used to find similar nucleotide or protein sequences that possibly may have similar function. The InterProScan tool [9] is used to find protein domains in the protein sequences and groups them into similar families and sub-families. The Nucleosomes Position Prediction tool [2] is used to predict the position of the nucleosomes that tends to control transcription based on their position in the nucleotide sequences.
In this research, there are three methods devised for determining transcription factors and four methods for identifying target genes for the target genome based on integrating the above different tools and databases. The three methods used for mapping transcription factors from the source genome to the target genome are named TF-Seq, TF-Fam, and TF-SubFam. In TF-Seq, sequences similar to transcription factor protein sequences of the source genome are identified in the nucleotide sequence data of the target genome. This similarity search is performed by running the BLAST tool with an evalue cut-off parameter of 0.1 on the nucleotide sequence database of the target genome, with transcription factor protein sequences of the source genome as the input query sequences. The similar sequences (hits) identified using BLAST in the target genome are the mapped sequences considered as possible transcription factors. TF-Fam and TF-SubFam are used to refine the results from TF-Seq based on similarity in the protein domains among the similar sequences. The first step in TF-Fam is to search similar transcription factor sequences in the target genome using the BLAST tool, as for TF-Seq. The next step in TF-Fam is to use the InterProScan tool to refine the BLAST results by classifying every BLAST output consisting of query and hit sequences into families based on functional similarity. The hit sequences not classified in the same group as the query sequence are ignored and the rest are identified as possible transcription factors. In TF-SubFam, first the BLAST tool is used, as for TF-Seq and TF-Fam, to search similar transcription factor sequences in the target genome, and then the InterProScan tool is used, to refine the BLAST results though by classifying each BLAST output into subfamilies instead of families as in TF-Fam.

The four methods used for mapping binding sites and target genes from the source genome to the target genome are named BS-Seq, BS-Prom, BS-Blast, and BS-Nuc. All the methods search for transcription factor binding site (TFBS) motifs of the source genome in different databases. Sets of transcription factors are characterized into families that tend to share a common structure among their binding sites, though there is considerable diversity in the binding sites for any transcription factor. These common structures are represented as transcription factor binding site motifs. BS-Seq searches for transcription factor binding site (TFBS) motifs in the nucleotide sequences of the target genome and the nucleotide sequences containing the TFBS motifs are the possible target genes for the target genome. In BS-Prom, the transcription factor binding site motifs are searched for in the target genome promoter sequences instead of the target genome nucleotide sequences used in BS-Seq. In BS-Blast, initially the BLAST tool is run with the target genes from the source genome regulatory network as query sequences, with the nucleotide sequences of the target genome as the BLAST database, to identify similar nucleotide sequences in the target genome. The transcription factor binding site motifs are then searched for in these similar nucleotide sequences identified in the target genome. The similar nucleotide sequences in the target genome containing the TFBS motifs are the possible target genes. BS-Nuc is used to refine the results determined from BS-Prom based on finding target genes containing active binding sites. An additional tool, the Nucleosomes Position Prediction tool, is used to identify the probability of nucleosome occupancy at every position in the target genes identified using BS-Prom. The target genes containing binding sites in high probability nucleosome occupancy regions are discarded as non-active binding sites, and the rest of the sequences are identified as possible target genes of the target genome.

For mapping regulatory relationships, we devised a method based on using different databases. In this method, for every link in the source genome network, the corresponding transcription factors are located using one of the sets identified as predicted transcription factors. The target
genes of the source genome network are searched to identify which transcription factor binding site (TFBS) motifs of the source genome are used to regulate the target genes. These TFBS motifs are then searched for in the genes of the target genome to identify the target genes containing the TFBS motifs. Finally, the transcription factors and targets identified are combined to form regulatory links for the target genome regulatory network with the same regulation type as the link in the regulatory network of the source genome. Different sets of transcription factor data and target gene data are used in this method to get different regulatory networks for the target genome. The predicted regulatory network can be refined further using gene expression data to understand how the predicted regulatory relationships correspond to the expression levels of the genes in the data.

3 Results

Yeast and *Arabidopsis thaliana* are used in a variety of experiments as the source and target genomes, respectively, for testing and analysis in this research. Yeast is a small unicellular fungi genome while *Arabidopsis thaliana* is a multicelled plant species, so the difference between these genomes is in the size as well as the class of the species. This makes it possible to perform one to many mapping of transcription factors between them as one transcription factor in the Yeast genome can be similar to more than one transcription factor in the *Arabidopsis thaliana* genome. Additionally, there can be many to one mapping of transcription factors as more than one transcription factor of the Yeast genome can be similar to one particular transcription factor of the *Arabidopsis thaliana* genome. For any pair of genomes, all the transcription factors from one genome cannot be mapped to another genome even if they are from the same species. In addition, the number of confirmed mappings between any two genomes is unknown as it depends on the definition of a confirmed mapping used in the experiment.

The results from the three methods for mapping transcription factors are shown in Figure 1. The predicted transcription factors are compared on the basis of how likely a sequence predicted as a transcription factor is to be actually a transcription factor of the target genome; and how likely is the sequence predicted as transcription factor in the target genome is to be mapped to the correct type of transcription factor from the source genome. Therefore, the predicted transcription factors are compared to the 1922 available transcription factors of the *Arabidopsis thaliana* genome to determine the actual number of transcription factors predicted. TF-Fam has a better performance than TF-Seq as there is only an 18 percent decrease in true positives from TF-Seq to TF-Fam with a huge decline of 71.1 percent in false positives. There is also a low decline in the percentage of available transcription factors correctly identified using TF-Seq and TF-Fam from 20.8 percent to 17.1 percent. TF-Fam has a better performance than TF-SubFam since switching to TF-SubFam produces a huge decline of 72.3 percent and 74.5 percent in true positives and false positives, respectively, and a huge decline in the percentage of available transcription factors correctly predicted from 17.1 percent to 4.7. True negatives in all the three methods are very high because most of the sequences that are not transcription factors have very low similarity to the transcription factor sequences.

In addition, the annotation of predicted transcription factors of the *Arabidopsis thaliana* genome is compared to the annotation of mapped transcription factors of the Yeast genome and is categorized into four categories: Confirmed, Similar, Other TF (transcription factor), and Not TF (not a transcription factor), as shown in Figure 2. There are a significant number of sequences marked Similar that probably contain the same protein domains as their query sequences but are not annotated as transcription factors containing the same protein domains. The sequences
marked Similar may be part of the false positives when compared with actual transcription factor data, since only the sequences that are annotated as transcription factors are included in the true positives. There are very few sequences marked Other TF, which signifies that the sequences identified as actual transcription factors are mapped as the correct type of transcription factors as well, without much similarity between different transcription factors.

The results from the four methods for mapping target genes are shown in Figure 3. The number of true positives decreases from 25180 to 24973 by 0.82 percent and the number of false positives decreases from 10001 to 286 by 97.1 percent in changing from BS-Seq to BS-Prom. Therefore, BS-Prom has better performance than BS-Seq, losing very few true positives and many false positives. In switching from BS-Prom to BS-Blast, the number of true positives decreases from 24973 to 1717 by 93.1 percent, and the number of false negatives increases from 286 to 535 by 87.1 percent. BS-Prom is therefore better in performance than BS-Blast with more true positives and fewer false negatives. In switching from BS-Prom to BS-Nuc, the number of true positives decreases from 25259 to 19976 by 21.1 percent, and the number of false positives decreases from 286 to 274 by only 4.2 percent. Therefore, BS-Prom is better in performance than BS-Nuc with much more true positives and only a little more false positives. BS-Nuc is thus the overall best choice of these methods.

Figure 1: True positive, false positive, false negative and true negative values for transcription factors identified using TF-Seq, TF-Fam, and TF-SubFam

Figure 2: Number of hit sequences divided into four types (Confirmed, Similar, Other TF and Not TF) for BLAST e-value cut-off parameter of 0.1

Figure 3: True positive, false positive, false negative and true negative values for target genes identified using BS-Seq, BS-Prom, BS-Blast and BS-Nuc
Transcription factor mapping based on similar protein domain family has better performance over the other two methods based on sequence similarity and similar protein domain sub-family. Also, the transcription factors predicted are of the correct type. Target gene mapping by finding TFBS motifs in promoters has better performance than the other methods. Using sequence similarity in BS-Blast is not useful for mapping target genes as the target genes containing similar binding sites do not need to have high sequence similarity. Also, using BS-Nuc to refine the results of BS-Prom using the Nucleosomes Position Prediction tool does not improve the performance of the results, as nucleosomes do not always have a fixed position to prevent transcription.
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Heterogeneous Parallelization for RNA Structure Comparison
Eric Snow, Eric Aubanel, and Patricia Evans

Abstract
Parallel and grid computing have had a significant impact on the feasibility of running many time- and space-intensive applications. However, the additional computing power supplied is not without additional costs; development of algorithms and applications that run efficiently in parallel is generally more complex than traditional sequential development. In particular, consideration of the underlying heterogeneity of the computing platform can be very difficult when using multicomputers or grid computing, but can lead to significantly more efficient parallel applications.

In this paper, we analyze a sequential dynamic programming algorithm for the comparison of RNA structures including those with pseudoknots, and come up with a corresponding parallel design. Particular attention is paid to the fact that the underlying platform which will be used to test the algorithm will be heterogeneous.

1 Introduction
Dynamic programming algorithms, a type known for both their high complexity and high computational demands, have the potential to benefit greatly from the increase in resources available from parallel computers. However, a considerable amount of thought must be given to the design of their parallel versions, as communication overhead caused by unusual dependencies can often result in designs that cannot run well in practice [1, 2].

Heterogeneous computing environments, such as multicomputers and computational grids add another layer of complexity to parallel algorithm design as well, due to the fact that the speed of network connections between processors, and the speed/availability of processors themselves can vary a great deal. Designing algorithms to take full advantage of the massive computational resources available in these environments is an emerging area of study, with the potential to make problems that were previously too time- or memory-intensive feasible [3].

In this paper, we discuss one such sequential algorithm, perform an analysis to find possible areas of parallelism, and come up with a parallel design.

2 Finding Common RNA Pseudoknot Structures
The sequential algorithm to be parallelized falls under the RNA structure analysis umbrella of bioinformatics, concerned with the structures that are formed by the bonds between bases in RNA chains. The purpose of the algorithm is to find the maximum common ordered substructure of two RNA chains, such that the order of the bonds in each structure is preserved [4]. The generic form of the maximum common ordered substructure problem is known to be NP-complete [5], but by adding restrictions to the problem that only allow structures consistent with those found in actual RNA, an algorithm was able to be designed that has worst case time and space complexities of $O(n^{10})$ and $O(n^8)$ respectively [4].

The algorithm is designed and implemented as a recursive dynamic programming algorithm using memorization, with two tables to store partial results, one 4-dimensional and one 8-dimensional. Due to the extreme time and space requirements of calculating all points in the 8-dimensional table for even small-sized input structures, a selective allocation/calculation approach is used. This approach exploits the fact that many of the partial results calculated in the table are not actually consistent with the input data, and are thus unnecessary calculations. By
allowing the input data to drive the computation, the algorithm only allocates hyperplanes in the tables and performs calculations when they are valid cases. Using this technique, the original algorithm uses an average of only 10-14 of the worst-case space, and the implementation supports input structures of up to 400 bonds in 4Gb of memory [4].

The motivation behind the parallelization of this algorithm is twofold; first, it is desirable for the algorithm to be able to work on larger and more complex RNA structures, which is simply not possible on traditional sequential computers due to the potentially drastic increase in memory usage that can occur as \( n \) increases. In addition, the algorithm has several characteristics that make it a particularly challenging parallelization problem, which we discuss in the next section.

3 Analysis of the Sequential Algorithm

When performing analysis of dynamic programming algorithms prior to parallelization, there are 3 especially useful criteria that should be used to classify the problem. The first of these criteria is whether the problem is monadic or polyadic, based on the number of recursive calls needed to calculate a partial result in the dynamic programming table. The sequential version of the algorithm is classified as polyadic, since each result in the tables relies on at least 2 calls.

The second of the criteria is based on the recursive graph generated by the problem. If each recursive call made in finding a partial result depends on a value that is one level away in the graph, then the problem is classified as serial. The sequential version of the algorithm is classified as non-serial, since a partial result can potentially depend on any previous level in the recursive graph.

The final criteria used for classification is based on whether the number of recursive calls needed to calculate a partial result is static. If the number of calls is static, the problem is said to have a regular dependency [6]. However, the sequential algorithm we dealt with was found to have an irregular dependency, with locations in the 4-dimensional table requiring between 2 and 4 calls to calculate, and locations in the 8-dimensional table requiring between 4 and 13 calls.

Based on the above criteria, we can say that the algorithm we are dealing with is a non-serial polyadic algorithm with irregular dependency. This is the most difficult type to parallelize, as the unpredictable nature of the recursion (with respect to which locations in the table must be checked, how far they are from the current level, and how many checks must be performed), means that decomposition of the problem in a manner that easily minimizes communication is extremely difficult.

The majority of the difficulty with this parallelization, including the irregular dependency criteria above, stems from the use of selective allocation/calculation in the sequential version of the algorithm. This technique was invaluable in shaving off massive amounts of unnecessary calculations and unnecessary space allocation, and as such must be kept in the parallel version of the algorithm as well. However, the use of the technique also turned what would have been a straightforward data-decomposition into a problem with far less inherent parallelism.

In particular, the selective allocation/calculation places an order on the calculations that would not have been in the problem otherwise. The partial results are calculated in order to ensure that only valid results are calculated, but this means that there is only one obvious starting point for the problem. It is immediately obvious that this limits the effectiveness of a parallel implementation, as finding a starting point for each processor is not a simple task.

The data structures of significant concern with respect to parallelization are the 4- and 8-dimensional dynamic programming tables used to hold partial results. These tables can be extremely large, and due to the dynamic selective allocation process, extremely unpredictable in
terms of their “shape”, as illustrated in figure 1. In each table, the sizes of only two of the
dimensions are known when the algorithm begins, and all others (2 in the case of the 4-d table, 6
in the case of the 8-d) are not calculated until their hyperplane calculations are required.

Fig 1. 4-dimensional structure with an odd “shape” based on the 2nd and 4th dimensions.

4 Parallel Algorithm Design
The design of the parallel algorithm uses a modified master-slave paradigm with heterogeneous
platform support and distributed data structures. Unlike a traditional master-slave design, the
master does not create and distribute the tasks to the slave processors, but rather is responsible
for monitoring the performance of each slave, and initiating load balancing procedures if
necessary. This is more akin to the scheduler-worker paradigm proposed in [7], and helps to
avoid data transfer bottlenecks between the master and slaves, since significant amounts of data
can potentially need transfer during load balancing. In the subsequent sections we look at the
parallel algorithm’s features.

Task Generation and Overall Algorithm Structure
Each task in the parallel algorithm corresponds to a recursive call in the sequential version; that
is, a task is a request for the partial result located at a point in one of the dynamic programming
tables. Upon the initial division of the program amongst the slave processors based on the size of
the tables, each slave begins calculation with a single task. This task dynamically generates other
tasks (between 2 and 13), stored in a task list, to be evaluated at a future time.

There are two types of tasks that can be generated by a processor: those requiring
communication to find the solution, and those that do not. Whether a task requires
communication depends on whether the location of the value being requested by the task is in the
current processor’s memory space. Tasks requiring communication are sent to the appropriate
processor and added to that processor’s task list, with an additional attribute stating that its result
must be sent back to the requesting processor.

The need for the task list on each processor, as opposed to the recursive techniques in the
sequential algorithm, comes from the difficulties posed by tasks requiring communication. Due
to the fact that branches in the recursive tree would have been left incomplete while waiting on
task results from other processors, and the cost associated with tracing back through the tree
when a result was received, it was decided that a task list would be more easily manageable.
Data Structures

The driving force behind the parallelization of this algorithm for heterogeneous structures was the idea of distributing the extremely large dynamic programming tables amongst the slave processors’ memory, allowing for larger input structures. Ideally, the structure should be divided in a manner such that each processor gets a portion of the tables directly proportionate to its computing capabilities. However, because the shape and size of the tables cannot be determined prior to division, a “best guess” initial division of the tables must be used, which can then be improved during execution by using dynamic load balancing.

The initial division of the tables takes place along the first dimension. This is really the only decent option for division, as the number of elements in the first dimension of each table will always be \( n \), whereas subsequent dimensions’ sizes are determined dynamically as tasks request them. Division along this index also makes load balancing of the data structures as simple as possible, allowing the master processor to keep a 1-dimensional array representing which indices are mapped to each processor. If a portion of a table located on one processor must be moved to another processor, it is easy to select a “chunk” and update the array accordingly.

Load Balancing

Due to the highly dynamic nature of task and data structure generation, dynamic load balancing techniques must be used to ensure that no slave processor becomes overtaxed. Load balancing takes place on two fronts, with respect to both computation and space. The first, with respect to computation, takes place if one slave’s task list has become extremely long compared to another. Similarly, if one processor’s portion of the table has become excessively large compared to another, load balancing procedures will take place. In either case, the result of load balancing is the same. Sections from the tables are taken from the overloaded slave and moved to another slave, along with the tasks that correspond to that section.

Decisions about when to perform load balancing procedures are the responsibility of the master node, which considers both the current load on the slaves along with their computational capabilities. Periodic updates from all slave processors ensure that the master will always be “well-informed” with regards to the current load situation, and can therefore make informed decisions about where to shift the load of a processor.

The support for heterogeneous underlying platforms is mainly encapsulated in the load balancing techniques, as the master node must also be aware of the underlying platform, including which nodes have a slower network connecting them and which nodes have less available memory. This can influence whether or not it is acceptable to shift a large piece of the data structure from one slave to another, as having to pass large amounts of data over a slow network can drastically reduce the program’s efficiency. In such a case, the master may decide to shift the work to a slave whose network connection to the overloaded slave is faster.

Communication

There are two main types of message passing that take place, master/slave and slave/slave. Master/slave messages occur both during the initial mapping of tasks to processors, and when load balancing information is exchanged. Master/slave messages are kept very small and infrequent to avoid a bottleneck, exchanging only information about the current status of each slave’s data structures and task list. Load balancing messages must be passed in a synchronous fashion, due to the fact that if one slave has incorrect (out-of-date) load balancing information, it could send a task request to a slave that cannot find the solution to the task.

Slave/slave communication can take place on two fronts. The first type involves requesting task evaluation(s) from another slave. These messages are generally quite short, and can be sent in an
asynchronous manner since the receiving processor may be working on another task, and not yet be ready to receive the message. Alternatively, slave/slave communication during load balancing can involve large portions of the tables being shifted between processors, though it should occur very infrequently compared to task requests. This type of message passing must take place in a synchronous manner, to ensure that the processor receiving the portion of the table does not attempt to access any values in the new section of the table before they have been initialized.

5 Conclusions and Remaining Work
In this paper we have described the design of a parallel version of a dynamic programming algorithm used to find the maximum common ordered substructure of two RNA chains. This algorithm was designed with particular attention paid to load balancing to allow for use on heterogeneous computing platforms. Remaining work involves the completion of the implementation, along with performance testing of the algorithm on large and complex input structures, likely using the heterogeneous platforms available at ACEnet [8].
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Towards Developing Mobile Code for Resource Constrained Wireless Networks
Mohsin Sohail

Abstract
This work aims to introduce a novel robust paradigm for mobile communication and network management for resource constrained communication networks. The paradigm introduced in this paper is based on the innovative idea of Mobile Code which has been implemented on a testbed at the Adaptive Risk Management (ARM) Laboratory at the University of New Brunswick (UNB) [1]. Networks based on Information and Communication Technology (ICT) are revolutionizing the world and their perpetuation is leading to the dependence of critical infrastructures on the reliability of these networks, the integrity of the information flowing and stored on these networks, and on the availability of these information networks through the Internet[2]. In order to deal with this the idea of Mobile Code is introduced in this paper as the new concept of real-time in-Network programming that occurs when certain conditions are met. Through the application of the Mobile Code approach networks of networks [3] can achieve an increase in resilience from failure due to attacks and furthermore, attain self-management capabilities which is a much needed characteristic in today’s Networks Systems and protocols.

1. Motivation
In 1991, Mark Wieser put forward his vision of ubiquitous computing [4] in which he projected that computers will soon interweave themselves in the everyday environment of human beings. They will evolve from the interfering reactive devices of the present to unobtrusive devices of the future. They would become invisible and un-noticeable just like electricity is today. In 1999 motivated by this vision, the European union’s Information Societies Technologies Programs Advisory Group (ISTAG) used the term Ambient Intelligence (AmI) in a similar fashion to describe a vision where “people will be surrounded by intelligent and intuitive interfaces embedded in everyday objects around us and an environment recognizing and responding to the presence of individuals in an invisible way” [5].

In 2006-2007 the vision for the new architecture was coined as the “Internet of the Future” in Europe under the Future and Emerging Technologies (FET) sub-group of the IST [10]. At the same time the NSF started working on a testbed on a global scale on which the new architecture for the Future Internet could be tested out (Fig. 1)[9]. Currently, accompanying the Future internet, comes the new concept of Cyber-Physical Systems [11] in which the new Internet is envisioned as the “Internet of Things” [12]. This means that the internet will have endpoints/clients largely composed of extremely small devices such as Motes[6,7,8]. We can see this transition right now in sheer numbers when we see how small mobile devices such as cell phones have overtaken the desktops and laptops. Several researchers project that cell phones will take over the internet [13-15]. In order to accommodate this explosion of clients, mobility and constrained resources of the devices requires a lot of change in current internet architecture.

The self-management, self-programmability and flexible integration of resource constrained networks are the main topic of this research work. The objective is to take the latest innovations from computing, namely Wireless Sensor Networks(WSN), and the networking domain, namely
wireless data connectivity in mobile devices and over the air programming (OTAP) and propose the concept of Mobile Code by amalgamating them. Furthermore, Mobile Code’s feasibility will be analyzed on the basis of various parameters on a testbed. The contribution of this research work can summarized as follows:

1. The concept of Mobile Code on a network of resource constrained devices.
2. The application of Mobile Code on a small scale testbed to analyze its feasibility.

Following this introduction Section 2 will provide some background and defines the problem that this paper tackles. Section 3 moves on to detail the proposed approach and the design decisions. Section 4 then discusses the implementation of the testbed. Following the implementation, Section 5 will give the analysis and results of the experimentation carried out. Finally, Section 6 ends the paper with conclusions.

Fig. 1: The Future Internet [3]. The area enclosed by the dashed rectangle shows the Future Internet component that makes it a Cyber-Physical Ecosystem.

2. Problem Definition
2.1. Opportunistic Architectures
Multiple networks with overlapping coverage and the concept of definable links have far-reaching consequences for the foundations of communication networks. In communication networks the concept of the “link” has usually been considered to be static during a particular session [9]. Only now, due to the rapid propagation of overlapping and un-interfering networks, has this concept started to change to a more “dynamic” link. Although, network complexity theory has dealt with the apprehension of dynamic links from a biological and social perspective [16], however, the implications on communication networks are only now being uncovered [21]. An environment with definable links and multiple interfaces raises the challenge of always choosing the best connectivity option in a dynamic environment and is termed as the challenge of seamless connectivity [22]. Furthermore the challenge of designing a flexible “opportunistic” architecture that not only tackles mobility and supports seamless connectivity amongst different networks, but also allows evaluation of the widespread consequences of a dynamic link is evolving (Fig. 2).
3. Proposed Approach
The proposed approach not only aims to overcome integration challenges by providing the properties of self-manageability and self-configurability but in doing so also contribute positively to the fundamental shift in the way we think about networks [19, 24] due to enhanced mobility and WSN. I propose a paradigm for mobility towards the "edge" of WSN through the concept of automated and reactive re-programming over the air, which I term as Mobile Code, a relatively new idea in the domain of WSN. The concept of Mobile Code will be the main topic of this paper. The concept of Mobile Code is based on two key technologies:

3.1. Opportunistic\Mesh Communication
Opportunistic and mesh networking are considered to be the main evolutions of multi-hop ad-hoc networks [25]. They also provide us the chance of tackling the challenges associated with Gateway architectures and resource constrained communication paradigms that the current ICT and sensor networks infrastructure pose [24]. In my approach the aim is to create a mix of both these networking worlds by taking the best in both of them. Such a mix is necessary for scenarios that require the flexibility of opportunistic networking but lesser delay which is a characteristic of mesh networks.

In light of the above stated my approach results into the following:

• This mix of the two networking technologies is then implemented and tested in the form of a testbed component which is my main contribution.

• In this paper the amalgamation of the two networking concepts on the testbed leads to the concept of “Mobile Code”. Mobile Code is defined as the reactive real time programming over the air on a mesh network to create opportunistic links between two intra-domain entities when needed.

3.2. Sensor Network Integration
Wireless Sensors Networks are an integral part of Cyber-Physical Systems; however their integration in the internet faces numerous challenges [27]. Sensor nets may seem very simple, and indeed because they are low-cost they avoid unjustified generality for application-specific features. But this technological simplicity and specificity does not mean that they do not have important architectural requirements. Their design is driven by a structure that is data driven, rather than "connectivity driven" [28].My contribution to the ARM testbed focuses on a
paradigm for seamless connectivity between a sensor network and multiple other networks with different characteristics (for e.g. Wi-Fi and Cellular). This paradigm will not only enhance the networks capabilities but will also avoid the individual networks from losing their characteristics that users have become accustomed to. The paradigm will achieve this in two ways:

- The individual network’s capabilities will be enhanced by creating a flexible integration based on a combination of over the air programmed base stations and opportunistic communication.
- The architecture of the individual networks will not change, hence, allowing them to retain their uniqueness.

Fig. 3: Initial and Revised Design of the OCP-ARM Testbed

4. Testbed Design
The testbed designed and then implemented in order to test the idea of Mobile Code on resource constrained devices at the ARM Lab has the following components:

4.1 Mobile Code Server
This particular component is responsible for various activities that require unconstrained resources. These activities include, but are not limited to, intensive data processing, data logging into a database and other custom enterprise applications. In the testbed the major role of this component is to take care of data aggregation and to monitor requests from the Mobile Code Client for re-programming. Furthermore, it also keeps a log of what type of re-programming needs to occur based on the situation of the overall topology of the WSN.

4.2 Mobile Code Client
The client is that part of the overall paradigm that is physically mobile and gets automatically re-programmed on the basis of certain parameters and conditions that the whole testbed revolves around. This component is characterized by limited resources and is only capable of basic processing and visualizing capabilities as compared to the more advanced and resource rich Mobile Code Server. The client can perform various actions depending on the application that it gets re-programmed with.
4.3 Mote Tier
The mote tier is composed of WSN nodes which are distributed over a target environment that needs to be monitored. These nodes are extremely resource constrained and form a multi-hop network amongst them and possess the properties of self-healing and self-organization.

4.4 Initial & Revised Design
Initially, the design of the testbed had included the direct connection between the Client Layer and the Mote Tier (Fig. 3). This, as it turned out, was too difficult to achieve due to the lack of means to directly communicate with the Mote tier. Although, not impossible, however this would have required the cumbersome process of dismantling the mobile device of the Client Layer and using the ModBus Architecture[29] which is usually used internally for communication. In order to implement the concept of Mobile Code on WSN and overcoming the difficulty of direct access to the Mote Tier a prototype gateway was devised in the revised design which is encircled in the following diagram (Fig. 3). Additionally, this prototype gateway gave the flexibility of measuring the opportunistic paradigm on the WSN with greater precision.

5. Results
This section evaluates the concept of Mobile Code in light of the results that were gathered on the testbed described in the previous section. The data gathered is relative to a specific metric that is also explained in this section

5.1 Performance Metric
In the testbed the specific condition which triggers the Mobile Code to take in effect is the presence of a Mobile Client in the vicinity of an entity that is capable of servicing it. For the purpose of this research paper this service takes the form of a base station in the overall testbed that aggregates data on behalf of the Mobile Client. Keeping this formulation in mind the following metric is only considered for the evaluation:

5.1.1 Response Size (P): Response size is the amount of code packets that are sent over the air to the Mote nearest to the Mobile Client for re-programming. Although, the size of these packets is 29 bytes each, however, 10 of these bytes are part of the header and the rest of the 19 bytes are the payload carrying the code.

5.2 Experimental Framework
A typical experiment would include the complete setup of the testbed with all its components as outlined in the previous section. Following the successful self-organization of the mesh for the Mote Tier the Mobile Client (MC) is brought close to or turned on near a Mote (which will be targeted for re-programming and from henceforth called the gateway). From this point onward re-programming occurs. During this phase the gateway is re-programmed with Base code (PXOCPBase) which has a size of 139,559 bytes. After a successful session was established between the Mote Tier and the MC through the gateway I would then disconnect the MC and the OTAP would re-occur. During this re-programming phase the gateway receives the Node code which has a size of 139,473 bytes (PXOCPNode), Following this phase the Mote would take a certain amount of time to re-join the Mote Tier.
5.3 Topology
A total of 5 topologies were experimented on. Out of these 5 topologies 4 of them were straight line topologies in which every node (except the end nodes) had two neighbors (Fig. 4). The last topology was a mesh of 20 nodes. In this last topology the path between the MC and the Server would vary between 5 to 6 hops and every node had a number of neighbors and could choose any one of them as its parent depending on its link characteristics. The reason for having these two classes of topologies was because in the first class, consisting of line topologies, I was able to strictly control the flow of the packets between the MC and the Server which allowed me to gather results specifically for a fixed number of hops. The second class of topology allowed me to observe how my paradigm would behave in a more realistic setting where links between nodes are not strictly defined but are more or less quite dynamic because of the wireless link characteristic.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>P (XOCPBase)</th>
<th>P (XOCPNode)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2618.166667</td>
<td>2610.666667</td>
</tr>
<tr>
<td>2</td>
<td>3184.333333</td>
<td>3106.833333</td>
</tr>
<tr>
<td>3</td>
<td>3551</td>
<td>3586.833333</td>
</tr>
<tr>
<td>4</td>
<td>4265.833333</td>
<td>3855.833333</td>
</tr>
<tr>
<td>5</td>
<td>6918.166667</td>
<td>6690</td>
</tr>
</tbody>
</table>

Table. 1: Average values of Response Size measured during experimentation. P(XOCPBase) are number of code packets when MC connects while P(XOCPNode) are the number when MC disconnects

Fig. 4: (Upper Left) Packet Deviation and (Lower Left) Response Size and behavior with increase in number of hops. (Right) Various Topologies for Experimentation (Upper Right 4) Experiment 1 – 4, (Bottom 2) Topology of Experiment 5 at various times.

In terms of the performance metric and the experiment variable defined above the aim of my experimentation was to see what was the relationship between the response size (R) and the number of hops between the server and MC.
5.4 Response Size
The increase in the number of hops resulted in a corresponding increase in the response size and this can be seen in Fig. 4 and Table. 1. Even though the size of the application that was supposed to be sent over the air was constant in all experiments, however, the increase in response size was a result of the packets not received in an appropriate sequence or lost during the session as the number of hops increased. The sample deviation of the packets being sent was low when compared with the overall packet sent within one experiment. This can be observed in Fig. 5, it is also noticed that the response size was not increasing linearly with respect to the number of hops.

6. Conclusions
From the perspective of gateway architectures (mobile, static, or centralized) for the integration of sensor networks with other networks, it is clear that no one solution is a perfect fit. The mobile base station approach based on Mobile Code is indeed a feasible architecture for the integration of WSN in mobile environments. On the other hand a Static Base Station (like the one in the Mobile Code Server) is necessary for more intensive processing, which a resource constrained device could not be capable of providing. Another important point to keep in mind is that the proposed testbed has the additional advantage of aggregating data from any of the leaf nodes. As compared to a network with only one static base, or even with only one Mote capable of becoming a base, the proposed testbed and Mobile Code concept increases the over-all life time of the network and also increases the capacity of a network[30,31].

Due to the increase in response size it is safe to say that the concept of Mobile Code is feasible for certain constrained scenarios where mobility is nomadic and the size of the WSN or the application size is relatively small.

10. References
Multi-layer Filtering for the Management of Alerts in Intrusion Detection Systems
Mahboobeh Soleimani and Ali A. Ghorbani

Motivation
Often Intrusion Detection Systems (IDSs) generate too many alerts in a typical network. Managing this huge amount of alerts and finding the important ones are the main goals of this research.

Methodology
- Multi-filtering approach for identifying critical alerts in a network, based on expert knowledge and machine learning methods.
- Determining normal behaviour of security devices and consequently normal alerts that are triggered frequently by an IDS in a particular network.
- Comparing normal behaviour with current frequent alerts that are generated by an IDS in the network to identify those alerts in the network which are more interesting for administrator.
- Using a combination of signature based IDS and an anomaly-based framework in our framework.
- Applying “Discovery of frequent episodes in event Sequences” algorithm for alert mining.

Multi-step filtering for alert reduction

Anomaly detection in IDS alerts

Normal and abnormal episode trees

Clustering and pruning abnormal episodes tree

Episode rule extraction for attack prediction

Results
Our method could extract all of critical and multi-step attacks in LL DDoS 1.0 data set while we had almost 90% reduction in number of alerts.
Know Your Enemy: Modeling Hacker Behavior

Natalia Stakhanova
Ali A. Ghorbani
(natalia, ghorbani@unb.ca)

Problem setting
- Recently emerging new types of cyber threats:
  - cyberterrorism, politically and socially motivated attacks, raise of organized cyber attacks, etc.
- Who are the attackers?
  - Myth: cyber attacks are conducted by teenage genius hackers, a revenge seeking employees or money hungry criminals.
  - FACTS:
    - 43% of insiders have motives different from revenge (e.g., financial gain, reputation boost)
    - Majority of hackers are not technically advanced

Research goals
- develop a comprehensive classification of hackers & their organizational structures
- develop an analysis framework for profiling potential attackers and their affiliation based on the characteristics of the attack incidents
- build a computational models of the adversaries behavior from the attack planning stage to implementation based on the analysis framework

How to assess & analyze the cyber threat before the attack starts, during and after the attack?
Application: intrusion prevention, response planning & forensic analysis

Work in progress

Hacker Characteristics
Motives
Demographic profile
Computer knowledge & skills
Attack characteristics

Attack characteristics
Attack result
Attack access
Attack tools

Group structure characteristics
Social interaction
Group participation in attacks
Existence of labor division
Stability of group over time
Patterns of communication
Values shared by group members

Conceptual model of the analysis framework

Future Work
- Analysis of Honeynet data
- Evaluation of the analysis framework
- Development of computational model of adversaries behavior

Faculty of Computer Science
University of New Brunswick
Abstract
Computed Tomography (CT) scans of rock samples yield high resolution three dimensional (3D) images. One property of rock that is particularly interesting to Geologists is its diffusion coefficient, which is proportional to the porosity, or “ratio of the volume of pore space to the bulk volume [of the rock]” [4]. Measurements of porosity and ultimately the diffusion coefficient of a specific rock sample can be obtained by observing the propagation of an iodide solution throughout that sample over time. Since the diffusion coefficient of a sample has been found “to [not only] depend on the magnitude of the porosity but also on its spatial distribution” [5], using X-ray imaging in determining spatially varying diffusion characteristics is a useful way to observe such properties of rock. Repeated CT imaging of the rock sample (for example at 1, 4, 8, and 24 hours) shows how the iodide solution has moved throughout the sample over time, and collectively allows us to observe and understand the behavior of the iodide solution within the rock without having to disturb the sample. This paper discusses one approach for registering multiple 3D images using the natural features of the rock samples.

1 Introduction
The images in this case are grey scale 16-bit images, with 65536 possible values at each voxel (see figures 1 and 2). Each 3D image contains 1024 “slices” of 1024 by 1024 2D images, where each slice shows one cross-section of the rock sample. Thus, one 3D image requires at least $2 \times 10^8$ bytes (2 GB) to store. Assuming the images are properly registered, we can calculate changes in x-ray intensity due to the iodide by linearizing using log transformations [5] [3]. These calculations depend on the images being accurately registered. We present an efficient algorithm to register any two CT images of rock samples using properties that are extracted directly from the sample in an automated approach.

2 Methodology
Figure 3 illustrates the overall view of the image registration and resampling process.

2.1 Feature Extraction
3D images (1024 image slices) are traversed in such a way that only voxels within a circular radius $r$ are visited due to the noise introduced by the epoxy coating on the outside of the sample. High intensity voxels are filtered and remembered in a linked list of “seed” voxels. This list is then traversed, and regions are “grown” around the seed voxels, as illustrated in Figure 4. The region growing process is adaptive, and relies on threshold parameters to ensure that regions have relatively homogeneous intensities and are of a reasonable size to compute meaningful spatial properties. The region growing algorithm is illustrated in Figure 5.
2.2 Feature Matching

Table 1 shows an example set of spatial features of 11 grown regions. Features from two different images will be matched based on the similarity of their centroid z coordinate (as z is consistent among multiple images due to the way that the sample is mounted in the CT machine), volume $V_r$, surface area $A_r$, sphericity $\psi$, and average intensity. Sphericity $[6]$ is computed as:

$$\psi = \frac{\pi^{\frac{1}{3}} (6V_r)^{\frac{2}{3}}}{A_r}$$

The centroids of matched feature pairs are used to estimate (via least squares) the three translation and three rotation parameters describing one image’s relative position in space w.r.t. the second image.

Figure 1: 11mm diameter sandstone core sample courtesy of the Geology Department at UNB [2] held in hand (a); two core samples (b), one of which is ready for CT scanning in an aluminum and epoxy casing; sample 1024 × 1024 image slice (c) of thickness $\approx 15\mu m$ from a CT scan of a core sample. Each voxel in (c) represents an area of size $\approx 15\mu m$ within the sample. The anomaly circled in the upper left area of (c) is an aluminum alignment rod (manually embedded along the wall of the sample, parallel to the core axis) used to help in the registration process.

Figure 2: Sample slice 100 from two images, one at time $t = 3.5$ and the second at $t = 8.5$. The rightmost image shows the difference between the two, reflecting the penetration of iodide at this point. Images at multiple times need to be properly registered so the change due to iodide can be accurately computed.
2.3 Image Registration

Let $P$ and $Q$ be the feature list for the reference image and the registered image, respectively. The $i$th feature centroid is thus:

$$(P^x_i, P^y_i, P^z_i) \text{ and } (Q^x_i, Q^y_i, Q^z_i)$$

We ignore scale factors $s_x, s_y$, and $s_z$ because we assume rigid bodies, so the vector of unknown parameters estimated by the least squares process is as follows:

$$\bar{X} = (\theta_x, \theta_y, \theta_z, t_x, t_y, t_z)$$

Determining these parameters using least squares, we obtain a covariance matrix plus estimated residuals which give a good indication if one (or more) feature centroid(s) have been mismatched. In the equation below, $V(\bar{x})$ is the combined translation and rotation matrix that would result in the reference image being transformed to the registered image.

$$F(\bar{x}) = V(\bar{x}) \begin{bmatrix} P^x \\ P^y \\ P^z \\ 1 \end{bmatrix} - \begin{bmatrix} Q^x \\ Q^y \\ Q^z \\ 1 \end{bmatrix} = \bar{0}$$

Figure 3: Flow chart showing the multiple image registration and resampling process. Given two images, features are extracted from each, then matched to find the same features in both images. The centroids of these matched features are used to determine six parameters (three translations and three rotations) via a least squares estimation process. These six parameters are applied to one image to resample it yielding two images properly registered for geological computations.
2.4 Image Resampling
One image (usually the first one) is considered the reference image, and the other images at different times are resampled (e.g. [1]) so that all images appear to be in the same position and orientation. The estimated parameters $\bar{x}$ are used to resample the time series images. Accurate calculations to determine the diffusion coefficient can now be performed on the image differences.

3 Conclusions
We are currently in the process of writing the algorithm for feature matching between images. We also continue to experiment with region growing parameters. Three more full datasets are now being observed, each with around 5 different time observations. A single dataset will thus require 10 Gigabytes (GB) to store.

Figure 4: High density (high intensity voxels) are less likely to be affected by the penetration of iodide. A list of linked lists of the highest intensity voxels (called seed voxels) is created, then a traversal of the list in reverse is performed, growing a region or “feature” around each seed. In this example, 12 highest intensity seed voxels are considered, and a linked list of voxels connected to each seed voxel is established via region growing.
Figure 5: Region growing approach in 27 directions. The go() function calls grow() recursively, which will continue until the region is done growing. If the resulting region is too small, we change parameters and regrow using a different parameter for surrounding pixels being part of this region. If a grown region is too large, it is ignored.
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Table 1: Table of spatial features for 11 high intensity grown regions of a sample 3D image. Sphericity is a parameter (equal to 1 for a sphere) that computes the scaled ratio of volume.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Avg. Intensity</th>
<th>$V_r$</th>
<th>$A_r$</th>
<th>Centroid</th>
<th>Sphericity ($\psi$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>803.12</td>
<td>16.00</td>
<td>44.00</td>
<td>583.19,229.94,56.38</td>
<td>0.70</td>
</tr>
<tr>
<td>1</td>
<td>740.19</td>
<td>16.00</td>
<td>46.00</td>
<td>428.25,542.88,187.94</td>
<td>0.67</td>
</tr>
<tr>
<td>2</td>
<td>775.57</td>
<td>21.00</td>
<td>74.00</td>
<td>474.05,222.14,909.81</td>
<td>0.50</td>
</tr>
<tr>
<td>3</td>
<td>752.95</td>
<td>20.00</td>
<td>72.00</td>
<td>716.60,737.85,97.50</td>
<td>0.49</td>
</tr>
<tr>
<td>4</td>
<td>753.16</td>
<td>19.00</td>
<td>66.00</td>
<td>700.53,535.11,206.16</td>
<td>0.52</td>
</tr>
<tr>
<td>5</td>
<td>763.62</td>
<td>24.00</td>
<td>76.00</td>
<td>683.71,271.42,176.08</td>
<td>0.53</td>
</tr>
<tr>
<td>6</td>
<td>740.08</td>
<td>24.00</td>
<td>92.00</td>
<td>590.58,414.79,194.00</td>
<td>0.44</td>
</tr>
<tr>
<td>7</td>
<td>764.65</td>
<td>17.00</td>
<td>62.00</td>
<td>529.18,301.12,132.24</td>
<td>0.52</td>
</tr>
<tr>
<td>8</td>
<td>750.50</td>
<td>18.00</td>
<td>58.00</td>
<td>815.78,433.50,332.72</td>
<td>0.57</td>
</tr>
<tr>
<td>9</td>
<td>722.68</td>
<td>19.00</td>
<td>58.00</td>
<td>456.53,393.16,326.16</td>
<td>0.59</td>
</tr>
<tr>
<td>10</td>
<td>716.11</td>
<td>19.00</td>
<td>54.00</td>
<td>548.58,549.89,210.11</td>
<td>0.64</td>
</tr>
</tbody>
</table>
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Abstract
An important part of ongoing research in the area of clustering is dedicated to the problem of dynamism. Dynamism deals with the fact that the number of clusters of a set of data points are usually unknown. As of now, most of the clustering algorithms preset this value or accept this value as the algorithm's input. Dynamic clustering algorithms attempt to find the optimal value for the number of clusters that best fits the data points. In this paper the blueprints of a novel approach which deals with the same problem is proposed.

1 Introduction
Most previous contributions in the area of clustering consider the number of clusters as an input parameter. Early literature in the area of dynamic clustering have attempted to solve this by running algorithms for several $K$s (number of clusters) and selecting the best $K$ [1, 2] among them based on some coefficients or statistics [3]. For example, the distance between two cluster centroids normalized by cluster's standard deviation could be used as a coefficient [4]. Another famous coefficient is the Silhouette coefficient, which compares the average distance value between points in the same cluster and the average distance value between points in different clusters. These coefficients are plotted as a function of K (number of clusters) and the best K is selected. Another avenue of research in the area of dynamism is directed toward probabilistic measures of the best fit model in mixture models. In this area, an optimal K corresponds to the best fitting model. Some famous criteria in this area are BIC, MDL, and MML.

2 The Oracle of Clustering and the Number of Clusters
This research takes the assumption of the existence of a function, called the Oracle, that can predict whether two random data points belong to the same cluster or not. The Oracle function can be represented using the following formula:

$$O(x_1, x_2) = \begin{cases} 1 \text{ if } x_1 \text{ and } x_2 \text{ belong to the same cluster;} \\ 0 \text{ otherwise.} \end{cases}$$

2.1 How to Approximate the Oracle?
A simple yet effective approach to predict the Oracle is to use thresholding on the similarity function between the data; therefore, equation 1 is rewritten in the following form:

$$O(x_1, x_2) = \begin{cases} 1 \text{ if } \sigma(x_1, x_2) \geq \text{threshold;} \\ 0 \text{ otherwise.} \end{cases}$$

A justifiable threshold could be a linear combination of the mean and standard deviation of the similarities between the data.
A more involved way to approximate the Oracle is to use methods based on ensemble clustering. To put it in a nutshell, two points are considered to be in the same cluster if a majority of different clustering algorithms consider them to be in the same cluster. However, this method can be computationally inefficient.
2.2 How to Predict the Number of Clusters Using the Oracle

This research's early studies have revealed that given this Oracle function and using Monte Carlo sampling (controlled by chernoff bounds) of this Oracle function, the probability of random points being in the same cluster can be estimated. This probability can be used to predict the number of clusters. This probability is in fact:

\[ P(r = \alpha) = \frac{\sum_{i=1}^{m} a_i^\alpha}{n^\alpha} \]  

(3)

Where \( a_i \), \( m \), and \( n \) are the size cluster of cluster \( i \), the number of clusters, and the dataset size, respectively. This formula links this problem to the research avenues in Partition Theory, and more specifically, variations of Kloosterman sums and summand distributions in integer partitions [5]. A reasonable way to predict the number of clusters (\( m \)) from these probabilities is to use methods in Partition Theory along with the methods in Convex Optimization [6].
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