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Enable knowledge to be transferred between languages 

Goal 

Cross-lingual Word Representations 

• Six languages are considered for the experiments. English, Spanish, German, Finnish, 

Russian and Japanese. 

• The source language is considered, a low-resource language. To simulate the situation for 

each language Embeddings are formed over 100M tokens 

Training data and Dataset 

• Embeddings are trained on the raw data from Wikipedia 

• Test set is extracted from Panlex. 

Results 

Conclusions and Future Work 

• POS Tagging 

• Language Modeling 

• Dependency Parsing 

In the case of out-of-vocabulary (OOV) words, however, no information is available. 

This could be particularly problematic for low-resource languages 

A mapping based approach; 

• Find a mapping between source and target vector space 

Methodology 

 Two monolingual corpora, one for each language 

 Bilingual dictionary 

• Requirements: 

𝑚𝑖𝑛𝑤 ||AW − B||
𝐹

 

A is the embedding matrix of the first language, B is the embedding 

matrix of the second language and W is the transformation matrix  

• To solve the OOV problem, fasttext is employed to form word 

representations based on their sub-words. 

Bilingual lexicon induction For OOV words in the source language and in-

vocabulary in the target language 

Accuracy @k is selected as the evaluation metric. 

• Evaluation 

• A novel bilingual lexicon induction task in which we identify translations for OOV words 

• Sub-word embeddings provide information for identifying translations of OOV words 

• This is the case for Cherokee, a morphologically-rich low-resource language 

• Future work 

 Expand the evaluation to include other strategies for forming cross-lingual embeddings 

 

 Learn crosslingual embeddings that incorporate knowledge of sub-words during training 

Word embeddings model the distribution of words based on their surrounding words 

Can we overcome this probelm using sub-word embeddings? 

• One truly low-resource language is also considered, Cherokee 

• Pre-trained word embeddings are used. 

• Size of embeddding matrix : 7034 

• Number of training instances: 1309 

• Number of test instances: 1472 

• Accuracy@1 :    1.11% 

• Accuracy@5 :    2.38% 

• Accuracy@10 :  3.66%  

• The accuracy@1 for the copy baseline is 0.08% 

Low-resource Language Experiments 

For tasks such as:  

http://www.megaprint.com/

