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1. MULTIWORD-EXPRESSIONS (MWES)

e Expressions containing two or more words that exhibit id-
lomaticity

o Multilingual BERT (MBERT), a fransformer-based mulfilinguadl
language model is pre-frained on 104 languages:

o Examples: ivory fower, kick the bucket — SemEval: mBERT is fine-tuned on the training data

* Important to identify and classify MWEs for applications:

— Parseme: VMWEs are idenftified using mBERT with a de-
pendency CRF network /

N

— Machine franslation, opinion Mmining
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2. TASKS
SemEval
e SemkEval 2022 task 2 subtask A: Model Train Test- F1 score
en Pt gl ALL
— Binary senfence-level classification of MWEs as either en 0717 0583 0420 0587
idiomatic or litera MBERT ot 0.355 0.578 0.478 0.482
- 3 languages: English , Porftuguese and Galician | en+pt 0700 0.662 0.550 0.665
| _ | Baseline 0.345 0.391 0434 0.389
— Input: He is a night owl and | am a morning person
— Output: 0 - idiomatic Parseme
Seffing F1
e PARSEME 1.2 edition: Mono  0.699
| - | Al 0.722
— Token-level identfification of Verbal MWEs info 9 cate- Heldout 0.33]
gories for 14 languages \ Baseline  0.002 /
— Input: En 966, elle donne naissance a un fils, nommé
Edmond

6. CONCLUSIONS AND FUTURE WORK

- Output: donne naissance - VID
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e Conclusions
3.EXPERIMENTAL SETUP

e 3 setups for SemEval:

- Models learn information about MWEs and idiomaticity
that is not language-specific

- Data from other languages can be leveraged to im-

- en: train only on English prove model performance

— pt: Train only on Portuguese e Future Work

— en+pt: frain on both . . e
— Investigate influence of language families In Ccross-

e 3 setups for Parseme: ingual MWE identification
Icy

nvestigate ability of models to generalize to

- Mono: Model for each language -
JUds \ guages that were unseen during pre-training

— All: One model for all languages

-

— Heldouft: Train on all languages except test Idngucy




