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We propose that through the formalization of concepts related to trust, a more accurate model
of trust can be implemented. This paper presents a new model of trust that is based on the
formalization of reputation. A multidisciplinary approach is taken to understanding the nature of
trust and its relation to reputation. Through this approach, a practical definition of reputation is
adopted from sociological contexts and a model of reputation is designed and presented.

Reputation is defined as role fulfillment. In order to formalize reputation, it is necessary to
formalize the expectations placed upon an agent within a particular Multiagent System (MAS). In
this case, the agents are part of an information sharing society. Five roles are defined along with
the ways in which these roles are objectively fulfilled. Through the measurement of role fulfillment,
a vector representing reputation can be developed. This vector embodies the magnitude of the
reputation and describes the patterns of behavior associated with the direction of the vector.

Experiments are conducted to verify the sensibility of the proposed models for role fulfillment
and overall reputation. The simulation results shows that the roles, defined for building reputation
in an information-sharing MAS environment, react to different agent and user actions in a manner
consistent with the formal definitions.
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1. INTRODUCTION

Currently, many researchers are focusing their efforts on formalizing trust within multia-
gent systems based on an e-commerce framework. A formalization of trust will lead to models
that accurately reflect the same characteristics and behaviors of trust that humans exhibit
within human societies. Through this reflection, a foundation of trust between human users
of such multiagent systems and their agent counterparts will be established. The lack of this
establishment will naturally lead to an undermining of the goals of the multiagent system.
Users will choose not to use a multiagent system that they do not have trust in. Hence, a
dysfunctional multiagent system is established. Clearly, the trust formalization is needed to
establish the necessary trust and confidence of the user in the multiagent system.

Trust cannot be properly formalized without a full conceptual understanding of its nature.
In order to begin this journey, it is important to understand that trust is multidimensional
and relies on many related concepts. Hence, examination of concepts related to trust is
necessary.

In this paper, the concept of reputation is examined as it is closely related to the concept
of trust (Blair, 2001). In general, there is a positive correlation between reputation and trust.
If the concept of reputation is related to the concept of trust, the formalization of reputation
should simplify further efforts to formalize trust. As such, the formalization of reputation is
an excellent place to begin in formalizing trust.

Through the formalization, reputation can be quantified and used by agents in ways they
see fit. Linking occurs between the concrete reputation model and the abstract trust to allow
agents to make judgements about the trustworthiness of another agent in an objective way.
It is important to remember that trustworthiness should not be one-dimensional as it is here.
Formalization of other related concepts to trust will be required to fully formalize trust.

Defamation is a natural consequence of using the reputation construct. Defamation is
defined as the act of destroying an agent’s reputation through the dissemination of false



information about said agent through a third party (Duhaime, 2001). Defamation results in
the loss of social power and status of the damaged party. As such, successful societies must
maintain laws that protect the individual from defamation.

In order to prove that defamation has occurred, the damaged party must prove that
the disseminated information is both false and has been filtered through a third party. In
the case of an information sharing society (see Section 3), defamation could occur by falsely
reporting the invalidity of an information agent. This leads to an unfair decrease in the
victim’s reputation, hence a loss of social power. This issue will be addressed in this paper.

This paper is organized as follows. Section 2 explores the relationship between trust
and social order and describes the nature of reputation from a sociological and multiagent
perspective. Sections 3 and 4 present the formal roles that result from the definition of
reputation chosen. This discussion includes the discussion of concepts along with chosen
models. Section 5 discusses the extensions of the formalization of reputation to trust and
social values. In Section 6, the simulation results are given. Finally, conclusions of the present
study are summarized.

2. TRUST, ORDER AND REPUTATION

Most generally, trust can be considered the expectation held by each member of a society
that the existing natural and moral social orders will persist. This is to say that members of
society have an inherent trust or faith that ‘the sun will rise tomorrow’ and society will exist
more or less as it did today (Barber, 1959). In the following sections, trust in both natural
and social orders will be examined.

2.1. Natural Order

Natural order relies upon the persistence of the actual environment. For example: every
university student, upon arriving at school each morning, has an implicit expectation that the
university buildings will still be there, standing as they had been the day before. In the case of
a virtual environment such as ACORN (Agent-based Community Oriented Routing Network),
this would be the expectation that the ACORN system and its resources will continue to be
available for use. ACORN is a multi-agent architecture designed for information distribution
and retrieval within an established network (See (Marsh, 1997, 2001) for more details)

2.2. Social Order

People trust in others, this is a basic fact; if this were not the case, people would simply
not engage in any interaction with others for fear of harm or deceit (Luhmann, 1979). This
trust results from expectation of the persistence of the moral social order, and is extremely
important. People’s expectation of the persistence of society (with it’s existing moral and
social order) allows them to consider consequences of their actions, positive or negative. The
idea is that people’s expectation that society will persist relates directly to their ability to
consider the consequences of their actions to be faced in the future (note: consequences can
only be realized if society continues to exist). This idea embodies the ancient law of cause and
effect, which states that what people experience in their lives (effects), are direct results of
past causes (cause). This idea of cause and effect (or karma), is necessary for continued moral
actions (Barber, 1959). It is accepted almost universally by sociologists that in order for an
individual to act rationally and deliberately, to effectively plan and make decisions, they
must hold in trust many features of the social order. Garfinkel conducted many clever and
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successful experiments that involved breaches of accepted social practices (Garfinkel, 1967).
They showed how disturbed people tend to become when such a breach is encountered.

In the scope of the model presented in this paper, this idea of expectation of continued
natural and moral social orders could be embodied as follows. Trust in the persistence of
the natural environment can be assumed for simplicity sake. Trust in the persistence of the
moral social order could be maintained by enforcement by the system in the form of a judicial
entity who enforces the moral social order and punishes anyone who is guilty of breaching
that order. The model could incorporate a judicial entity which would make use of a function
P(u), where u is a user and P(u) returns the current penalty value for that user. The penalty
values would be 0 for anyone not found guilty of an offence (innocent until proven guilty),
otherwise the value returned would be the sum total of any outstanding (not yet expired)
penalties. Penalties are assigned by the judicial entity. Their severity in terms of weight
and duration would have to depend on the severity of the offence and the past record of
the offender. These penalty values would be subtracted from user’s trust values, effectively
punishing those who breach the social order.

2.3. Order and Responsibility

Those in positions of power are expected to use that power in a just manner. This type
of expectation results from the need to give power to those who have complex or special-
ized knowledge, which is out of reach to some members of the society. Upon receiving this
additional power, the individuals wielding it are expected to act accordingly; they are en-
trusted with fiduciary responsibility. A relationship is established between the trustee and
their society; this relationship mandates that the wielder of power use that power in a just
manner.

Human society is always pushing to instill fiduciary responsibility in those in positions of
power such as: parents, government officials, leaders of industry and teachers (Barber, 1959).
The catch to this idea is that fiduciary responsibility depends heavily on the distribution of
power within a society. In the case of equal distribution of power, each member of society has
an equal amount of fiduciary responsibility toward all the others in the society. The idea of
fiduciary responsibility only applies to situations where some are more capable than others
in a society. In this situation, fiduciary responsibility falls on those who are more capable to
not take advantage of the less capable (Barber, 1959).

In the scope of the model presented here, all the members of society have equal power or
capability. The idea of fiduciary responsibility need not be implemented for the time being.

2.4. Sociological Considerations of Reputation

In order to understand the concept of reputation, it is useful to examine the definition
provided by another well-known multiagent disciplinary study commonly referred to as So-
ciology. Sociologists have studied the concept of reputation as it relates to human societies.

Within Sociology, the concept of reputation lies within the realm of Sociology of Identity.
In turn, Sociology of Identity is connected to the outside world through Symbolic Interac-
tionism theory. This provides the logical connection between multiagent studies within the
Artificial Intelligence (AI) community and the studies of identity and reputation within So-
ciology.

Sociologists see reputation as held by individuals, organizations, and objects. It is as-
cribed by society towards the individual and cannot be generated by the individual being
judged. Reputation is viewed as both personal and commercial.

Personal reputation is the general estimation held by the public about the individual



in question. This estimation is based on the way in which identity is managed by the indi-
vidual and presented towards society. Through presentation of the self, society constructs a
reputation by looking at the objective behavior of the individual (Press, 1959). Commercial
reputation is very similar to personal reputation in that it focusses on the estimation held by
the public about a commercial entity. However, companies utilize public relation components
to influence social perception. Hence, companies have more power than the individual in es-
tablishing and marketing their own reputation. This helps to explain the unequal distribution
of social power between companies and individuals.

Erving Goffman (Press, 1959) makes the useful analogy of identity management to the
dramatic world of theater. Individuals become actors on a stage negotiating their roles to
society. On the front stage, individuals are polite with decorum. The back stage is where
the individual exists as themselves. Front stage and back stage attain a certain fluidity and
reputation is created through the management of both stages.

The audience has certain expectations or roles for the actors. Reputation is constructed
based on the audience’s belief that the actors have fully satisfied their roles. If an actor cannot
act, they have failed as the role of actor and will develop a negative reputation amongst the
audience members. In the same way, individuals and businesses have certain roles within
society. If society judges that they have met their roles, they are rewarded with a positive
reputation.

Positive reputation leads to confidence/trust in the individual along with a higher level
of social status and power. Such individuals become sought out within society. Negative
reputation leads to a loss of esteem held in society along with social status and power.
Naturally, it is in an individual’s best interest to maximize their positive reputation through
identity management.

Within human societies, both reputations are so important that rules are established to
protect reputation (Global Campaign, 2002). Defamation laws prevent an individual from de-
stroying another individual’s reputation through false accusations with third-parties (Duhaime,
2001). This suggest that within a multiagent system, the issue of defamation must be ad-
dressed in the formalization of reputation.

2.5. Reputation Within Distinct Societies

When this sociological examination of reputation is related to multiagent systems, we
view these systems as societies. Throughout this paper, the terms society and MAS are
used interchangeably. It becomes apparent that the reputation of an agent is based on
the satisfaction of roles ascribed to the agent by the multiagent system. The roles of an
agent must then be defined along with ways of objectively measuring them from a social
perspective. Clearly, the defined roles of an agent must lead to the satisfaction of the society’s
goals. Otherwise, social status and power will be ascribed to agents that may not serve the
society’s best interests.

Using this definition of reputation as a base for formalization, each type of society will
have it’s own set of roles for it’s agents because each type of society will have a different
set of goals to achieve. The roles of an agent in an information sharing society will be
entirely different than the roles of an agent in an e-commerce society because both societies
are achieving different goals. Due to the dependency of reputation on role definition and
measurement, the formalization of reputation is impossible to universalize as reputation
is dependent on the goals of the multiagent society. Within this paper, formalization of
reputation is restricted to that of an information sharing society.

An agent that makes transitions between societies will have to reestablish its reputation
because the reputation value ascribed by the original society will be meaningless within the
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different context of the new one. Each society has its own set of roles for satisfaction of
differing goals. As such, the reputation ascribed as a result of these roles only makes sense
in the context of that particular society where the roles were defined.

3. SOCIAL ROLES AND EXPECTATIONS

This section discusses the formal definitions of the agents’ roles within an information
sharing society along with proposed models describing the measurement of satisfaction of
those roles over time. In order to define the roles, the purpose of the society and the goals
of the agents must be outlined.

An information sharing society is a society of agents that attempt to exchange relevant
information with each other in the hopes of satisfying a user’s request. Each user can generate
query or information agents. A query agent is an agent that traverses a network in search
of finding ‘useful’ information for the agent’s owner. Useful information has two definitions:
(a) information that directly pertains to an immediate query issued by the user and (b)
information that is relevant to the user’s personal interests. An information agent is one
that represents information relevant to the owner’s personal interests and can freely navigate
networks without any primary goals. Both types of agents contain the social network of
known users connected to the agent’s owner along with respective interests of those users.

These agents interact with each other in two ways. First, interaction occurs between a
query agent and an information agent to relay information back to the query agent’s owner.
Secondly, interaction occurs to learn of a social network of people with related interests. This
is provided so that agents can make recommendations to other agents about whom to see in
the event that they cannot satisfy an information request. Ultimately, agents use each other
to navigate towards the correct information agents relevant to their goals.

Through a brief examination of this society, it becomes clear that roles do exist for differ-
ent agents. Together, the measurement of satisfaction of these distinct roles will objectively
allow for a measurement of reputation and indirectly trust. Within an information sharing
society, we define reputation, R, as a 5-tuple

R = (Γ,Ω,Υ,Θ,Ψ)

where each tuple represents a role.

Definition 1. Social Information Provider (Γ): Users of the society should regularly con-
tribute new knowledge of their friends to the society. The success of multiagent system is
directly dependent on accurate data of the human society.

Definition 2. Interactivity Role (Ω): Users are expected to regularly use the system and
maintain some form of interactivity. This helps to keep the society up-to-date.

Definition 3. Content Provider (Υ): Users should provide the society with knowledge ob-
jects that reflect their own areas of expertise. It is proposed that such objects will be of
higher quality than objects that don’t reflect the personal interests of their user.

Definition 4. Administrative Feedback Role (Θ): Users should provide feedback for the
functionality of various aspects of the system. These functionalities include the quality of
information objects.

Definition 5. Longevity Role (Ψ): Users should maintain an average reputation that is pos-
itive within society. Longevity of the society is achieved through longevity of the individual.



In Section 4, a model is presented that combines the measurement of these roles as a
means of expressing reputation. Each role becomes normalized and weighted according to its
importance. The process of weighting these roles is not a trivial task and will be elaborated
upon in future work. Subsequent work will also analyze and compare the interdependency
of these roles on each other.

Environment

Agent

Role
Satisfaction

Scheme

Establishment
Reputation

Roles

Actions

Figure 1. Reputation model framework

From a high-level perspective, the reputation model illustrated in Figure 1 shows how the
reputation of any given agent in an information sharing MAS is established by determining
the extent to which the agent fulfils the roles defined for that MAS. Roles are fulfilled by the
performance of expected actions. Once the role fulfillment values are calculated (see Section 3
for formulae relating to the five roles defined in this paper), they are aggregated based on a
weighting scheme such as the one described in Section 4. This weighted aggregate forms the
reputation of the agent.

Notice that the roles themselves are dependant on both the environment and the actions
of all agents within that environment. The definition of an environment can include the
social goals. Due to the dependency of role definition on goals, the environment is said to
have an influence on the roles. At the same time, the roles have an indirect influence on the
environment through selective reinforcement of agent behaviors. These agent behaviors have
direct impact on the environment. Hence, environment influences roles as roles influence the
environment.

3.1. Social Information Provider

Within an information sharing society, knowledge of members of society forms the
lifeblood of the functional society. Without the contribution of knowledge of the members,
agents would never be able to learn and exchange ‘useful’ contact information. In order to
facilitate knowledge exchange, it is critical that users provide honest and accurate descrip-
tions of the people they know and the areas of their expertise. Users of the society should
regularly contribute new knowledge of their friends to the society in order to maximize the
likelihood of helping a fellow user in search of contact information. When users regularly
fulfill this obligation, they are said to satisfy the social information provider role.

In the real world, this role is exemplified through the degree of connectivity of people
to their communities. Some people have an unusually high degree of connection to those
around them. Others use these people as “go-to” people for anything unfamiliar. They help
facilitate contact between like-minded individuals.
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As an example of the applicability of this role, consider the case of all agents within a
small subset of the society containing no information about other users. In such a subset,
query agents could only seek information from the immediately accessible information agents.
If these agents could not satisfy the query, the query agent would have no means of contacting
other agents outside the immediate environment and the query would go unfulfilled. Without
knowledge of a social network, the society loses significant functionality and trust by the user.

Each recommendation, γ, made by a user represents a social connection and has a weight
associated with it. The weight is a function of user’s reputation and may decay over time. In
other words, weight indicates the strength of a recommendation over time. Let Ru(t) repre-
sent the reputation of the user u (recommendee) at time t. Let γu(t) = {γiu(t) | i = 0..n−1}
represent a set of distinct recommendations stored by user u at time t. Note that γ iu(t) de-
notes a distinct recommendation i stored by user u at time t. The weight of recommendation
γiu(t) stored by user u at time t, w

i
u(t), is defined as,

wi
u(t) = e−α(t−t0)Ru(t) 0 < α < 1, (1)

where α is a decay rate parameter.
Each particular recommendation made by a user u at time t0 about a friend has a partic-

ular weight, wi
u(t), associated with it at the present moment t in measuring the satisfaction

of this role. The weight is the product of a time decay factor and the recommendee’s reputa-
tion. If the recommendee’s reputation remains constant, the weight of the recommendation
naturally decays because an old recommendation is no longer contributing towards the sat-
isfaction of the social information provider role. Otherwise, it is possible that the weight
could increase in time as the recommendee’s reputation increases against the decay factor.
Eventually, this contribution will decay to 0 even if the reputation reaches its maximum.

It is not allowed for negative reputations of recommendees to negatively impact the
overall role satisfaction of the social information provider. Instead, the reputation is set to
a minimal value for this calculation. In all cases, the recency factor α determines the rate
of decay of the effects of this weight over time. Let n and Wu represent the number of
recommendations made by a user and their collective weights, respectively. The total weight
is given as,

Wu =

n
∑

i=0

wi
u(t) (2)

It is possible to evaluate the degree to which the social information provider role has been
satisfied by mapping the net value of Wu to a value in the interval [0, 1].

Suppose φ is a real-valued function φ(.): R→ [0, 1] mapping a value in R to the bounded
interval [0, 1] and satisfies the following

lim
x→+∞

φ(x) = 1 lim
x→−∞

φ(x) = 0

Assuming that Γ grows exponentially until an upper limit inherent in the system is ap-
proached, at which point the growth rate slows and eventually saturates. The sigmoid func-
tion is a suitable choice for φ to restrain the overall satisfaction value between [0, 1]. A model
for the satisfaction of the role Γ is defined as,

Γ = φ(Wu) =
1

1 + eβWu

(3)

The exponential growth rate can be slowed down by controlling the ‘sharpness’ parameter β.



3.2. Interactivity Role

One of the primary reasons for formalizing trust is to lead to user confidence in the
multiagent system. Such confidence will lead to regular use of the society by the user.
Without such participation, the society becomes useless. The primary goal of an information
sharing society is to provide information at the user’s request. As such, it is expected that
users should regularly use the system to satisfy the interactivity role. In order to model this
role, it is important to define the concept of interactivity in quantitative terms. This role
focusses on the quantity of interactions. As explained later, the administrative feedback role
is responsible for ascribing a sense of quality to the interactions between users.

Interactivity is defined as a computational task that is demanded by the user. Tasks can
include the following operations: logging in, checking e-mail, creating information agents,
creating query agents, receiving updates of released agents, modifying profiles, and many
more. Each task is equally weighted as one computational operation. Let opdu represent the
number of operations performed by user u on day d. The total number of user operations,
Top, performed by user u in the past D days is given as,

Topu(D) =
D
∑

d=1

opdu (4)

The total number of operations, TOP , is a summation of operations conducted by all users,
U , over the past D days.

TOP (U,D) =

U
∑

u=1

Topu(D) =

U
∑

u=1

D
∑

d=1

opdu (5)

In order to calculate the role participation, Ω, a ratio is defined between the total number of
operations conducted by the user and the total number of operations in the system.

Ω =
Topu(D)

TOP (U,D)
(6)

For this role, satisfaction is measured as a proportion of participation by the user in
relation to everyone else using the society. As the user participates more often, the model
dictates that the reward will approach a maximum value of 1. This follows under the as-
sumption that the average number of user operations is the same. As the user leaves the
system, the total contribution of operational units by the user towards the pool of units will
approach 0 along with the reward.

There is the risk that individual users could flood the system with operations in order
to artificially inflate their degree of satisfaction of this role. It is proposed that each inter-
action type takes on a weight. This weight is ascribed by proportion to the total number of
operations that have occurred. Over time, these weights will stabilize as the patterns of use
by users become regular. The operations which become most weighted will correspond to
operations that promote use of the system. When calculating the total number of operations,
TOP , this weight can be applied to each operation conducted over the considered days. We
anticipate that ‘useful’ operations have a higher volume than other operations. Currently,
we are working on the development of an adaptive scheme that can be used to prevent the
misuse of a system.

Individual users cannot manipulate these weights of operations. As such, the act of
flooding a system with useless interactions will result in a minimal increase in the degree of
role satisfaction. It is only possible to manipulate these weights if everyone agrees to flood
the system with trivial operations. This is a highly unlikely scenario.
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3.3. Content Provider Role

Within an information sharing society, the quality of information represented through
information agents is important in achieving the social goal of satisfying the users’ demands
for specialized knowledge. Users will lose confidence in a system that retrieves knowledge
that is of low quality. Although the terms being used to describe the goal of high quality
information are inherently vague, it is proposed that quality of information can be inferred by
the source of the information. It is believed that users that create information agents related
to their areas of expertise will produce higher quality content related to their interests than
those who don’t. As such, it can be inferred that an information agent is higher in quality if
its subject corresponds to the user’s interests.

With this belief in mind, a user can satisfy the content provider role by producing
information agents that are directly related to their areas of interests. Within the real world,
this role is exemplified through an expert. When people are searching for information on
a topic, they want to find other people that are as knowledgeable as possible in this topic.
Otherwise, risks can become unacceptably high for the individual.

Let Uk(u) represent the set of all keys of personal interests expressed by the user u, N
represent the total number of distinct keys belonging to user u, Aku(a) defines the set of keys
belonging to agent a that have been created by user u and M is the total number of distinct
keys belonging to agent a.

Uk(u) = { key(i)
u | i = 1 · · ·N }

Aku(a) = { key
(i)
a | i = 1 · · ·M }

Let AK(u) denote the union of all the agent’s keywords owned by user u.

AK(u) = {Aku(1) ∪Aku(2) ∪Aku(3) · · · ∪Aku(P ) },

where P represents the number of agents created by user u.

Mk(u, a) = {Uk(u) ∩Aku(a) } (7)

Matching keywords, Mk, between the agents’ keywords and the user’s keywords is defined
as the intersection of Aku(a) and Uk(u). Let m represent the number of matching keywords
between user u and its agent a (i.e., m = |Mk(u, a)|) and ∆(u, a) represent the Hamming
distance of user u and its agent a (i.e., ∆(u, a) denotes the number of keywords user u and
agent a differ). We are interested in measuring the degree of similarity between user u and
its agent a.

Definition 6. The degree of similarity between a user u and its agent a is generally defined
as the number of keywords they have in common divided by the total number of keywords.

We define the similarity between user u and its agent a as,

Λ(u, a) =
2m

N +M
. (8)

Alternatively, we can measure the similarity between user u and its agent a as follows:

Λ(u, a) =
Uk(u) ·Aku(a)

| Uk(u) | · | Aku(a) |
=
Uk(u) ·Aku(a)

N ·M
(9)

The quality measure of an agent, Q(u, a), is a function of both Λ and ∆. Note that higher
Λ implies higher similarity, whereas greater ∆ shows less similarity. We shall define this
function by

Q(u, a) =
Λ(u, a)

∆(u, a)
∆(u, a) ≥ 1 (10)



A higher value of this function implies greater quality. A user’s quality is the function of the
qualities of it’s agents. We define the quality of user u as the average of the qualities of its
agents.

Q(u) =
P
∑

a=1

Q(u, a)

Q(u) =
1

P

P
∑

a=1

Q(u, a) (11)

Recall that P represents the number of agents created by user u. The degree of role satisfac-
tion, Υ, is a real value between 0 and 1 and is calculated using the algebraic sigmoid function
as follows,

Υ =
Q(u)

√

1 + (Q(u))2
(12)

When a user creates an agent, that agent always has implicit within it the user’s sense
of who he/she is. In a word, agent implies a view of the user with regard to information
sharing. Through this final calculation, the degree to which a user is sharing knowledge
related to their area of expertise is obtained. In order to make an accurate calculation of
this role satisfaction, the user must accurately report their interests. Otherwise, users will
be penalized for providing incomplete information through the reduction in role satisfaction.

3.4. Administrative Feedback Role

Ideally, an information sharing society would be free of problems and users would be
satisfied with all aspects of the system. Such a dream is just that. Users should be encouraged
to provide feedback on the peripheral qualities of the system. In this case, these qualities
include: ease-of-use, speed, stability, and quality of information. Users are said to satisfy the
administrative feedback role by providing such information.

Users should have an outlet to express content or discontent with another user’s infor-
mation objects or recommendations. Such expressions will lead to an increase or decrease in
the other user’s reputation while not affecting the reporting user’s reputation provided that
defamation is not true. If defamation is proven true, then the reporting agent’s reputation is
reduced while the victim’s reputation is restored. Within this realm, users are said to satisfy
the content validity role.

There is an inherent risk of damaging a user’s reputation through the allowance of sub-
jective expression of content validity by other users. Similarly, it might quite possibly create
strong incentives to high reputation through disproportionately positive feedbacks. This in-
troduces a subjective aspect of reputation based on the honesty of the other members of the
society. Unfortunately, this risk cannot be controlled through any other means than through
systems related to defamation. Clearly, it goes well beyond the scope of this work.

In reality, the content validity role is a subset of the administrative feedback role. As
such, both can be modelled using the same equations.

λu(t) = κ(e−α(t−t0))

The above equation expresses the value of a single feedback about user u at the current time
t in relation to when the feedback was generated at time t0. Each single feedback λu(t)
must be a function of time to allow both positive and negative feedback to decay over time.
The expansion factor, α, is the same as defined in the social information provider rule in
Section 3.1
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The evaluation factor, κ, falls between the value of [−1, 1] to allow subjective evaluation of
content by a user towards another user’s information agent. For other types of administrative
feedback, the evaluation factor is ignored by setting its value to the default of 1. This factor
unifies both the general administrative feedback and content validity roles into one model.

λu =

D
∑

d=1

Fd−1
∑

i=0

λu(d, i) (13)

Together, a summation of individual feedbacks about a particular user u over the past
D days (with Fd feedbacks each day) forms the basis of degree of satisfaction of the admin-
istrative feedback role. As users become more satisfied with a particular user’s information
agents, the degree of satisfaction of this role increases. Conversely, low quality information
will receive a poor rating and the degree of satisfaction of this role will naturally decrease.
Once again, we define the role satisfaction, Θ, as

Θ =
λu

√

1 + (λu)2
. (14)

It should be noted that because the users are given the chance to express a subjective mea-
sure of satisfaction of other users, the possibilities of positive and negative discrimination
arise. To handle the negative discrimination and defamation, users and agents must be made
anonymous inside the system. Once the possibility of negative discrimination and defamation
have been removed, the idea of selective filtering to filter out any unusually high ratings can
be applied to handle positive discrimination. The ideas of controlled anonymity and selective
filtering used for this purpose are laid out in (Dellarocas, 2000).

3.5. Longevity Role

Lastly, the social longevity of the system is a direct result of the users’ longevity within
the system. Longevity is defined as the total time that a particular entity has a positive
average reputation. Users should be encouraged to maintain a high reputation to promote
the longevity of the system. Such users satisfy the longevity role.

In order to measure the degree of satisfaction of this role, a model must take into account
the average reputation, Ru, of the user u up to the present time t along with the actual age
of the user within the system (i.e., Tu = t− t0 + 1). We define the longevity role, ψ, as

ψ(t) = ηRu

=
(

−1
αTu

+ 1
)

Ru
(15)

The coefficient η accounts for the age of the user within the system. As the user ages
within the system, the average reputation in the long run (over the past D days) gains more
significance as the user’s history becomes more established. This is expressed through the
approach of the multiplier to the value of 1. This rate of approach is dependent on the
longevity establishment factor, α.

In the event that the average reputation is less than zero, the degree of satisfaction of
this role is set to 0 as we believe it is unfair to further punish a user for having a negative
reputation. Once again, the value of the degree of satisfaction can be mapped to a value
between [0, 1] through the use of an algebraic sigmoid function as,

Ψ(t) =
ψ(t)

√

1 + (ψ(t))2
(16)
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Figure 2. Determining user’s reputation through the integration of roles.

4. INTEGRATION OF ROLES THROUGH REPUTATION

In the previous section, the expected roles of the users were formally expressed and
models were established to express the degree of satisfaction of each of these roles. We should
note that there are other ways to define, measure and quantify such roles, some of which
could be probabilistic in nature. One should realize that the definitions and measurement
schemes presented in this paper are the first attempt to define reputation as the degree of
role fulfillment in the context of information sharing multiagent systems.

In order to determine a user’s overall reputation, one must examine the degree of ful-
filment of each of these roles and combine them to produce a scalar value (see Figure 2).
Let

Ru = {r1 = Γ, r2 = Ω, r3 = Υ, r4 = Θ, r5 = Ψ}

and

Wu = {wi | i = 1..5}

represent the corresponding weight vector. We define the user’s reputation, Ru, as,

R(u) =
5
∑

i=1

wu,iru,i = Ru ·Wu (17)

The above role vector, R, expresses the degree to which each of the previously mentioned
roles has been satisfied independently of the others. The normalized weight vector, W,
expresses the degree to which each role’s satisfiability must be weighted in calculating a final
reputation. The distribution of weights amongst the roles is a reflection of social values
within the society. A society may place more emphasis on a user being a good content
provider than a user maintaining long term interactivity. Once again, these social values are
entirely dependent on the goals of the society. As such, it is worth reemphasizing that it is
impossible to universalize the calculation of reputation as the weighting function is dependent
on social values.
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Together, the dot product of these vectors will result in a scalar value that expresses
the magnitude of the reputation. This overall reputation can be mapped to [−1, 1] using a
logistic function.

It is very important to capture the semantics of the roles and determine the significance
of each role in relation with other roles. The weights can be determined in a number of ways.
We can calculate the weight of a role by computing its statistical significance, S, as follows,

Sri
=
ri −mean(R)

σ2(R)

The weight distribution vector becomes the normalized representation of this new statistical
significance vector. The roles which deviate most significantly from the measured mean
become the biggest contributors to the calculation of reputation.

For the purposes of the experiments conducted in Section 6, the weight distribution
function weighs all roles equally rather than being based on a significance distribution.

5. SOCIAL CONCEPT LINKS

5.1. Trust

In order to link reputation to trust, it is important to examine the implications of the
proposed reputation model. In this model, the reputation vector R has both magnitude and
direction.

The concept of reputation magnitude is quite clear. A person with a high reputation will
have a large magnitude greater than 0 while a person with a negative reputation will have
a large negative magnitude. In both cases, the person has had to perform many actions to
acquire a large magnitude.

The implications of reputation direction are not as obvious. The direction primarily
implies patterns of behavior on the user’s part. Indirectly, the direction implies some subset
of beliefs/philosophy of the user. The degree of similarity of two users’ behavior is expressed
through the Euclidean distance between their reputation vectors. This degree of similarity
indirectly implies how different the two users really are with respect to each other. Trust is
established amongst users with a positive reputation by examining how similar their values
and beliefs are to one another. Users will trust other users that share similar beliefs and
values to themselves (if both have positive reputations). The angle between two reputation
vectors acts as an objective measure of similarity of actions, which are based on beliefs and
values.

Desirability of one reputable agent to interact with another reputable agent is based on
closeness or distance of the users that own the two distinct agents. The closeness, C, of users
u1 and u2 is defined as the square Euclidean distance between their reputation vectors.

Cu1,u2
= ‖Ru1

−Ru2
‖2,

where ‖x‖ is the L2 norm (Euclidean norm) of the vector x. An agent will trust another
agent that has the highest reputation with closest patterns of behavior to itself amongst the
agents available. Hence, a link between trust and reputation is established.

5.2. Culture/Values

Social values are expressed through the weight distribution function, w, when calculating
the reputation of the user in question. Weights can be a function of many different things.



Commonly, weights could be a function of time. In this case, the calculation of reputation
of a user becomes a function of the user’s age within the system. This leads to the social
stratification based on age. Certain segments of society will gain or lose reputation depending
on their age bracket. Through this loss or gain comes a redistribution of power and status.
Indirectly, this demonstrates the power of the weight functions in segmenting society.

6. EXPERIMENTS

In order to gain a better understanding of the nature of individual roles in a mathematical
sense we have carried out the following experiments. Through these experiments we have
also examined the effect of roles defined for building reputation. The last experiment is
intended not only to show how the longevity role contributes to the reputation value, but
also to illustrate the effect of aggregation of all the values obtained from the individual roles.

6.1. Social Information Provider Role

Simulations are carried out to demonstrate how this role builds reputation. The situation
being simulated is: 100 recommendations are made by a single user u on each of 100 days.
The reputations corresponding to each of the 100 recommendations are random floating point
numbers in the range (0, 1). The value of β in Equation 3 is set at 0.8 for all cases. Figure 3
shows that making recommendations about others with positive reputations builds reputa-
tion. It also shows that reputation decays over time in the absence of such recommendations
(see the reputation curve after day 100).
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Figure 3. Continuous recommendations until day 100

6.2. Interactivity Role

In order to demonstrate how this role contributes in building reputation in different
situations, two different cases are considered. The first case is when a user y performs many
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operations on day 0, and then remains inactive as user x performs operations for each of the
next 100 days. The results of this test are given in Figure 4. It is seen that the reputation
from this role is directly proportional to the proportion of operations performed by a specific
user with respect to the system.
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Figure 4. User x dominates interactions

The second test represents the results from the cases with one other user (x performs
roughly 1

2 of the total system operations) and with 10 other users (x performs roughly
1
11 of

the total system operations). Figure 5 shows that reputation from this role depends on the
proportion of the total system operations.
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Figure 5. Random distribution of operations amongst all users

Notice that the reputation values from this role are much smaller when 11 users are
performing operations compared to only 2. This demonstrates that the reputation values



from this role are divided among however many users are performing operations.

6.3. Content Provider Role

Two simulations are carried out to demonstrate the function of the content provider role.
For simplicity, the 26 letters of the alphabet are used to represent 26 distinct keywords. Each
of the two simulations were run twice with 1 and 3 agents. The first simulation was to model
destroying identity. The user and agent(s) start with identical keyword lists. Additional
keywords are added to the user list every day after day 50. The second simulation was to
model building true identity. The agents start with full lists and the user list is empty.
After day 50, the user adds one of the agent keywords to the user list every second day until
the user has all the keywords. Figure 6 shows reputation values corresponding to building
and destroying identity with both 1 and 3 agents. It demonstrates that the degree of role
fulfillment does not decay over time like some of the other roles. As the agent and user
keyword lists match, higher reputation is obtained from this role.

6.4. Administrative Feedback Role

The experimental simulations described here are intended to give the reader a better un-
derstanding of the behavior of the administrative feedback role. Two test cases are presented
and several runs are executed for each case to demonstrate the effect of various values of α.
For the first 50 days, user x receives random positive feedbacks. On day 51, the feedbacks
become negative until day 100.

Figure 7 shows how reputation values for the administrative feedback role are directly
affected by the value of the feedbacks received. In Figure 7, we demonstrate that the rep-
utation value is proportionate to the value of the feedbacks received. When the negative
feedbacks start on day 51, the reputation values immediately begin to drop and eventually
end up below zero.
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Figure 7. Reputation from positive to negative feedback

6.5. Longevity Role

The longevity role depends upon the aggregation of all the roles. It is necessary to
demonstrate the impact of the longevity role on the overall reputation. To achieve an ag-
gregation of the reputation values obtained from each role, the values were each scaled by
1/5 and the results summed to obtain the values plotted here. Two cases are considered.
The first case models the possible behavior of a ‘good’ or reputable user. The second case
demonstrates the results of ‘bad’ behavior. The good behavior includes the following: pro-
viding feedback about others with positive reputation, regularly performing actions on the
system, providing valid content and receiving positive feedbacks. The bad behavior includes
the following: providing no feedback, actions or content, and receiving negative feedbacks.
Figure 8 shows that the longevity role has a small positive impact on positive reputations
and none on negative reputations.

The formalization presented here takes an essentially distinct direction in comparison to
existing models of reputation or trust. That is to say that no models like it exist; results
from comparing these models, therefore, would be of little value.

7. CONCLUSION

Reputation is ascribed to the individual by society and is based on external observable
behavior. The chosen behavior to observe is based on the criteria that it satisfies role fulfill-
ment. As such, a set of roles for the multiagent system must be clearly defined and easily
observable.

Through a summation of the degree of satisfiability of each of these roles, a reputation
can be established. Reputation can then be extended to account for components of trust,
social values, and social segregation in an objective way.

In this paper, the roles of the information sharing society are formalized and the final
reputation value is consequently formalized. Through the formalization of reputation, partial
formalization of trust is given. It is important to note that trust by an agent is based
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Figure 8. Longevity effect on reputation - Case 1

on many other components than reputation. Formalization of trust can only be achieved
through formalization of the related concepts. These related concepts include the following:
self-esteem, reputation, defamation, expectations and prestige.

Simulation studies are carried out to examine the effect of roles defined for building rep-
utation in an information sharing multiagent system. The simulation results shows that the
roles, defined for building reputation in an information-sharing MAS environment, react to
different agent and user actions in a manner consistent with the formal definitions. One item
that our studies bring to light is the fact that the reputation resulting from the interactivity
role is split among all the users. This seems problematic and will require some additional
work.
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