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ABSTRACT 

App launchers—the interfaces used to navigate, find and 

open apps on mobile phones—were originally designed for 

a small set of apps that fit on a single screen. However, 

current app launchers, based on horizontally arranged 

screens and folders that hide apps, make it difficult to find 

apps at a glance or to remember their location. This work 

presents SpaceLaunch, an app launcher that couples support 

for rapid visual search with interactions and layouts that 

support the development of spatial memory. In two studies, 

participants worked with more than 200 apps presented with 

three alternative interfaces, we show that visual search is fast 

for novices, and that the transition to expertise is better 

supported by SpaceLaunch’s flat hierarchy and zoom-based 

interactions. SpaceLaunch provides a novel interaction for an 

extremely common task, demonstrating that zoomable 

interfaces on smaller mobile screens are a promising 

direction for the design of fast and efficient interactions.  
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INTRODUCTION 

The number of apps people have on their mobile phone is 

steadily increasing. This increase coincides with the amount 

of time they spend on their devices and the amount of storage 

they have for installing apps [1]. The basic model for app 

launchers – the interface used for locating and starting up 

applications – places apps in a grid of a fixed size (typically, 

20-24 apps per screen). When the grid on a screen is full, 

apps are distributed across multiple pages.  

While this layout strategy worked well for the original 

iPhone, when all available apps could be placed on a single 

screen, a recent survey found people typically have between 

60 and 100 apps installed [1]. To display 100 apps with the 

current page-based layouts, the default launchers on iOS 10 

or Android 8 would require at least five pages. This can make 

it cumbersome and inefficient to find a particular app, 

because it can be difficult to remember which page contains 

an app. While folders can be used to reduce the number of 

pages needed (by creating a shallow hierarchy), folders may 

hide app icons (either partially or completely), making it 

difficult to know what apps are in a folder. 

People can opt to search if they have difficulty finding an app 

using navigation. However, navigation is still preferred 

because search is less efficient for several reasons: search can 

be slower requiring more keystrokes, people can forget the 

name of the app they are looking for, and people often prefer 

navigation over search because it requires less cognitive 

effort [40]. As a result, search is often a ‘method of last 

resort’ for graphical representations of information [8]. 

At least part of the problem is that even though apps are laid 

out in a spatial fashion, current app launchers can work 

against spatial memory (e.g., by failing to maintain spatial 

stability) and require interactions that are less efficient than 

they could be (e.g., searching through folders). 

In this work, we propose a new model for app launchers 

(called SpaceLaunch). SpaceLaunch is based on the 

principles of supporting visual search and the development 

of spatial memory, in order to provide rapid access to content 

and a smoother transition to expert modes of interaction 

[8,9]. SpaceLaunch demonstrates a novel app launcher 

design by including a flat hierarchy of apps [36], providing a 

spatial overview [10], providing groupings that act as 

landmarks [43], and supporting rapid visual search [8]. We 

also provide a tap-to-zoom interaction that allows accurate 

and rapid selections, while allowing users to rapidly build 

expertise through supporting their spatial memory. 

Through two studies, we demonstrate that SpaceLaunch 

allows interactions that are faster than traditional app 

launcher layouts (either page-based or folder-based) for 

novices, and that it better supports a transition to expertise.  

Despite app launchers being a daily interaction for most 

people around the world, very little work has investigated 

how they can be better designed. Our work contributes new 

model for app launchers that allows target apps to be rapidly 

located when users are novice and allow them to transition 

to expertise more rapidly. Our findings provide further 

evidence for the use of spatial memory as a guiding principle 

in the design of interactive systems, and highlights several 

new directions for further research into visual search and 

spatial memory for improved interface design. 



RELATED WORK 

Hierarchical vs. Flat Organization of Commands 

A common method for organizing content in graphical user 

interfaces is to arrange items into a hierarchy – such as multi-

level menus or the hierarchical toolbars of Microsoft’s 

Ribbon. This allows items to be grouped in categories (e.g., 

the standard File, Edit, and View menus), which can improve 

novices’ ability to find items [36]. However, there are two 

problems with hierarchical navigation. 

First, once users are familiar with command locations, 

hierarchies impose an additional cost on execution because 

the user must still navigate through the hierarchy to get to the 

command. Several prior projects have proposed flattening 

command hierarchies as a way to reduce the added cost for 

experts (e.g., [16,34,36]). For example, the ListMap system 

[16] presented 225 fonts in a single visible grid, and showed 

that selection for experts was faster than a standard listbox 

presentation; similarly, the CommandMap interface [36] 

flattened the command hierarchies for Microsoft Word, and 

showed performance improvements over the Ribbon. 

Second, hierarchies that are built by the user (such as folder 

hierarchies) may not be an optimal representation of 

semantics for purposes of finding and retrieval [21,24,25]. 

People may choose inappropriate categories (e.g., that are 

semantically ambiguous, such as a “Stuff” folder), often fail 

to realize that information may be needed in the future, and 

do not keep hierarchies and contents up to date [21,24]. In 

addition, items often have multiple semantics (e.g., should 

the Facebook app be filed into “Communication” or 

“Social”?) or semantics that change over time (e.g., from a 

“Current Tasks” group to a content-based group). Malone’s 

early study of personal organizational schemes demonstrates 

how often these groupings can be misaligned: in two-thirds 

of the cases, documents were not filed under the category that 

the person used to describe them [24]. 

The problems associated with hierarchical structures (both 

misclassification and navigation depth) are a fundamental 

part of the study we describe below. One of our main 

principles in this work is that although flattened command 

structures can be intimidating for novices, they can prevent 

incorrect category selection, and reduce the number of 

actions required for expert users [36]. 

Spatial Memory as an Organizing Principle for UIs 

Flattening a command hierarchy implies that all items are 

presented at the same level – leading to questions about how 

users will be able to find and remember specific commands. 

Previous research suggests that the main mechanisms are 

visual search (when users are inexperienced) and spatial 

memory (after users become familiar with the items) [9,36]. 

If a command’s location is randomly chosen (and not based 

on some underlying principle such as alphabetic ordering), a 

novice will have to search the entire set for the desired 

command (with performance proportional to the linear 

number of items). Once the user is experienced, however, 

they can memorize the item’s location, as long as the data 

remains spatially stable. Once learned, retrieval of the 

location is much faster than visual search – i.e., proportional 

to the base-2 log of the number of items memorized [8].  

Several previous systems have used spatial organizations of 

information in order to flatten command hierarchies and 

improve expert performance. For example, the Data 

Mountain system [32] enabled fast memory-based retrieval 

of more than 100 web-page thumbnails (and the memories 

persisted over several months). Scarr and colleagues’ 

CommandMaps system was tested both in a laboratory study 

and in a realistic field experiment, and showed that spatial 

memory is extremely effective once users have learned the 

locations of common items [34]. Similarly, the FastTap grid-

menu technique [9] was developed for tablet interfaces, and 

a study of this system showed significant performance 

improvements both over standard menus and the well-known 

Marking Menu gesture technique [23].  

Researchers have also looked at different aspects of how 

spatial memory is used in UIs, including work on how spatial 

transformations of the data (e.g., rotation or scaling) affects 

spatial retrieval [35], the role of effort in spatial learning 

[11], and the value of adding artificial landmarks in order to 

provide a stronger reference frame for spatial recall [43]. 

There is some evidence from work in desktop environments 

that suggest that spatial stability can support rapid app 

access. Tak et al. redesigned the desktop task switcher to 

provide a spatially stable layout that makes the most 

commonly accessed applications more salient, showing that 

it outperforms status quo task switching interfaces [39]. 

Zoom-based Interactions 

When there are a large number of items in the dataset, a non-

hierarchical presentation means that individual items may be 

too small for easy selection. This is particularly true on 

mobile touch devices where screens are smaller and where 

selection uses a finger rather than a mouse cursor. In these 

situations, changing the visual scale of the display may be 

necessary in order to allow visual confirmation and accurate 

touch targeting. Researchers have explored several types of 

zoom-based interaction to address these problems (e.g., 

[2,4,29]). The Pad system [29] and its successor Pad++ [4] 

were influential early investigations into the use of zooming 

as an alternative to hierarchical organization, and this work 

showed that if content layout is semantic (i.e., related things 

are close together), then zooming in on a group is similar to 

opening a hierarchical folder.  

Zoom interactions have more recently been used as a 

navigation mechanism for large visual datasets such as photo 

collections [2,13] or document overviews [12]. For example, 

users of the PhotoMesa [2,22] and MediaFrame [13] systems 

visually search through a set of photo thumbnails, and then 

zoom in as a way to specialize and refine their search. In the 

Space-Filling Thumbnails system [12], page thumbnails are 

collected to form an overview of the entire document; users 



can zoom in and out from the page view to the overview. 

Zoomboard applied a tap-to-zoom interaction to enable fast 

and accurate text entry on small smartwatch screens. An 

initial touch zooms into an area of the keyboard while the 

second tap, selects a key from the now larger subset [27]. In 

addition, researchers have looked at several types of zoom, 

including versions that maintain the context of the overview 

(e.g., fisheye lenses [37,38] or overview+detail views [30]), 

different kinds of animation between zoom levels (e.g., 

[3,41]), and zoom level that is dependent upon user actions 

such as scrolling speed [19]. 

Studies of Mobile Usage and Improving App Launching 

Recent work has investigated how people organized apps and 

other functionality on their mobile phones [6,17,18]. This 

work has found people most frequently launch applications 

using app launchers as opposed to other means (including 

using notifications or from within other apps) [17]. Upon 

receiving a new mobile phone, customization of the app 

displays on the homescreen is one of the first activities that 

people do [18]; people arrange their icons by frequency of 

access, their relatedness to other apps, and even aesthetics [6, 

17]. However, the most common motivation for customizing 

item placement is to make access as quick as possible [17].  

Even though studies have suggested that people customize to 

support rapid app access, other researchers have recognized 

that organizing apps is not something that people like to do, 

and that many people do not take the time to do it [26]. In 

recognition of this tension, most work motivated by rapid 

access has focused on the related ideas of app 

recommendation [7,28], adaptive organization of apps [26], 

and adaptive placement [7,15] or visual highlighting [31]. 

These approaches are typically based on histories of access 

[28], contextual information (e.g., time of day) [5,28], and 

predictive models [28,42]. Very little work has shown that 

these adaptive approaches will work well in realistic usage, 

and that a potential limitation for such adaptive movement of 

apps is that people have a strong preference for easily 

understandable placement or rankings of apps [26].  

Even though research clearly supports the idea that rapid 

access to apps is something that people would like, very little 

research has investigated how it can be supported through an 

improved mobile app launcher design.  

CURRENT LAUNCHERS  

Here we briefly describe current app launcher behaviour in 

iOS and Android, as they respectively account for 14.7% and 

85% of the global market share in smartphones (Q1, 2017) 

[20]. Our description focuses on the use of general 

navigation mechanisms, and does not include search 

functionality and other interface widgets (e.g., weather 

forecasts) that are also common in modern launchers. It 

should be noted that Android devices often have custom 

launchers (either installed by the phone vendors, or installed 

from an app store by the user). We focus on versions of the 

app launchers that are present with the original version of 

Android 8 and iOS 10 (see Figure 1). 

iOS App Launcher 

iOS 10 displays up to twenty apps or folders in a 4x5 grid 

using a flow layout approach on each page. With iOS, all 

apps are placed in the launcher and can exist in only one 

place. Apps and folders are sized and labeled in the same 

way, occupying a specific location in the grid. When one 

page's grid is full, additional apps and folders are placed in 

the grid on a subsequent page (users can also manually move 

folders to other pages before the grid is full). The placement 

of pages is linear and stable. A small series of circles appear 

near the bottom of the page, where a page is represented by 

a single circle. To navigate, users can swipe (left or right) or 

touch the circles at the bottom of the page, which provides 

an animated transition advancing to the chosen page. A 

quick-launch bar with static content places four apps at the 

bottom of the page.  

Folders can contain an unlimited number of apps (folders 

cannot be placed inside other folders). When the user opens 

an iOS folder, they see a folder page that shows the apps 

inside the folder – iOS folders can contain nine apps per 

folder page. Navigating to different pages within a folder can 

be achieved using the same circle and swipe metaphors as on 

the root-level pages. From the root level, folders display the 

first page of apps in miniature (i.e., up to nine apps). 

Selecting a folder from the main page switches to the folder 

page (with an animated zoom transition). 

    

Figure 1. From left: iOS homescreen, iOS folder screen, 

Android home screen (enlarged to show a folder preview icon; 

top, center), and an Android folder screen.  

Android App Launcher 

The default launcher in Android 8 uses many of the same 

interactions as iOS. However, with Android, apps are not 

displayed in the main launcher by default. Instead an app 

drawer is provided with an alphabetical listing of apps. Apps 

can be selectively placed on the launcher page from the app 

drawer, where the basic iOS organization applies with a few 

minor differences. In Android, apps are organized in a 4x5 

grid (on the home screen) or 5x5 grid (on subsequent pages). 

Items can be placed arbitrarily on the grid (i.e., not using a 

flow layout), and the quick launch bar at the bottom of the 

page contains 5 items (and can be dragged upwards to reveal 

the app drawer). Folders at the root level only show four 

items (i.e., all other items in folders are hidden). When 

folders are opened, a folder page shows a 4x4 grid of apps; 

if there are more than 16 apps in the folder, the behaviour of 

the folders is the same as iOS (including the use of circles to 

indicate and navigate pages).  



Why Current App Launchers are Slow 

Based on our review of the literature and description of how 

leading app launchers work, we identify three main problems 

that make finding apps slower and more cumbersome than 

necessary. Current app launchers: 

1. Hide icons in folders which slows visual search and 

requires more interactions to perform search tasks; 

2. Use page-based layouts which impose a deep hierarchy 

with a 1D arrangement of pages, requiring an increased 

number of interactions to navigate; and, 

3. Increase the number of memory conflicts, because of the 

segmentation of the spaces (i.e., each page location can 

be occupied by multiple apps, but on different pages).  

Hiding icons in folders and only showing a small subset of 

apps on the folder icons slows visual search, as users can not 

directly recognize a target unless it happens to be visible (see 

Figure 1). This causes problems for novices, who do not 

know the location of icons – to find an item, they must adopt 

a multi-step hunt and search strategy:  

• The user must perform a visual search to see if the 

desired app is visible, and if so, select it.  

• If the app is not visible, the user must reason about the 

potential location of an app within a folder, and consider 

whether they have missed the target during visual 

search. 

• If a folder is opened, the user must return to step 1, 

continuing the visual search within the folder page. 

Further, when apps are hidden in folders it is more difficult 

to build spatial memory, because a complete overview of the 

space is not available for viewing. This slows the ability to 

transition to more expert and rapid memory-based access.  

Second, arranging apps in groups of pages imposes a deep 

hierarchy where pages must be accessed serially to navigate 

to a particular location. At each step through the hierarchy, a 

user may need to slow down to perform a visual search to 

look for the target icon and/or to orient themselves within the 

sequence of pages. This serial mode of access is slow and 

requires more interactions than even a folder-based access 

(where the 2D hierarchy allows direct, rather than serial, 

access to groups of apps). While some launchers do allow 

jumping ahead through the hierarchy (through a navigation 

bar), these typically lack semantic labels or visual cues, 

making recognition more difficult and error prone. 

Third, the hierarchies of both pages and folders make it more 

difficult for users to learn spatial locations, because each 

location on the page is re-used multiple times. This means 

that valuable landmarks such as “the top left corner of the 

screen” become less useful, since the user must also maintain 

memory about which page or folder the landmark refers to. 

SPACELAUNCH: A SPATIAL APP LAUNCHER 

SpaceLaunch (see Figure 2) addresses the main short-

comings of current app launchers (as described above), by 

displaying a single flat, zoomable space for all apps. Our 

simple approach eliminates hierarchies and better supports 

rapid visual search and building spatial memory.  

      

Figure 2. The main page of SpaceLaunch (left), and a zoomed 

in view of an app group (right). 

To allow rapid navigation and simple interactions within the 

space, we adopt a two-stage selection process (like [27]). The 

main SpaceLaunch page initially provides and overview of 

the entire app space. When an area of the space is touched, a 

rapid, smooth transition zooms the view to a preset level 

centered around the point of the touch. Once zoomed, a 

second touch on an app icon selects the app icon. Returning 

to the zoomed out (overview) can be achieved through a 

pinch (or spreading fingers).  

Further, our design maintains the spatial metaphor and 

allows exploration of the space while zoomed through 

panning. This allows fine adjustments to be rapidly made if 

a user misses an intended target or if they desire to view app 

icons at a larger size. Additionally, SpaceLaunch supports 

current conventions, by organizing apps into groups and 

providing semantic labels. Importantly, these groups do not 

hide any icons, and provide two main advantages. Groupings 

facilitate search for novices by providing semantics labels 

[33], and the groupings shapes and arrangement themselves 

act as landmarks that support spatial memory [43].  

The size of the icons when zoomed out were carefully 

selected (based upon the size of app icons in folders on the 

iPhone 6s with iOS 10) to allow people with normal or 

corrected-to-normal vision to easily recognize the icons. The 

goal was to ensure that visual search is possible without the 

need to zoom in.  

While there is much unused space in SpaceLaunch (as can be 

seen in Figure 2), we originally designed SpaceLaunch to 

accommodate a higher number of icons. By packing groups 

more closely together our design can comfortably display 

over 400 apps at the current icon size.  



COMPARISON STUDIES OF SPACELAUNCH 

We designed SpaceLaunch to address many of the 

shortcomings that exist with current app launchers. 

However, it was uncertain whether or not our design would 

lead to faster, easier and more efficient app selection when 

compared to status quo app launchers.  

While our SpaceLaunch was informed by the design of 

several previous spatial interfaces, there were three main 

questions about our SpaceLaunch implementation that led us 

to question whether it would outperform current app 

launcher designs. First, SpaceLaunch uses small icons, and 

people need to visually search these icons quickly for our 

design to be effective. If the icons are too small or 

uncomfortable to use this would greatly slow search times. 

Second, with SpaceLaunch we will be showing over 200 

icons at once (see Icon Sets, below), this substantial number 

of icons might be overwhelming and unusable because visual 

search and recognition of icons would be too difficult; 200 

icons is towards the upper end of what has previously been 

explored for spatial interfaces. Finally, current app launcher 

designs that are built on app icons distributed across multiple 

pages and placed in folders, are already well entrenched 

interactions. It could be that the familiarity of these and 

expertise people have already developed with these 

interactions are too much to overcome. 

Apparatus 

We developed an experimental system using Unity 5.6 that 

provided 3 interfaces: SpaceLaunch (which worked as 

described above), a folder-based layout and a page-based 

layout (both described below).  In place of the home bar, we 

placed a black bar that displayed the target icon that 

participants would search for during each trial. The 

experimental system was deployed on an LG G4 phone (5.5 

inches; 2,560 x 1,440 pixels) for both studies. 

Folder-based 

We based our design of the folder-based layout on the way 

that Android 8 currently works (as described above; see 

Figure 3). In folder-based, all apps were placed in folders, 

which were arranged in a 4x4 grid. Folder icons, show only 

four apps. When a folder is touched all icons in the group are 

shown. Icons sets were purposively designed so that no more 

than 16 icons existed with the folders, to prevent the need for 

the use of multiple pages within folders. Once a folder was 

opened it could be closed using a pinch or spread gesture. 

Page-based 

The design of page-based was like the designs of Android 8 

and iOS 10 (as described above; see Figure 3). App icons are 

arranged in a 4x4 grid on a series of pages laid out from left 

to right, and swipe motions changed pages. Page location 

indicator is shown as a series of circles below the apps, the 

highlighted circles indicate the current location in the extent 

of all pages. Individual circles could be touched to move to 

the corresponding page immediately. 

Icon Sets 

For study 1, we developed 3 icon sets for our experiment 

using the icons from Font Awesome (fontawesome.io/). We 

started by creating a set of black and white icons (to avoid 

visual pop-out effects caused by color) from all icons. We 

initially eliminated duplicates and icons that had little 

noticeable difference. This resulted in a set of 622 icons. We 

then grouped these icons into 14 groups that we judged to be 

most semantically similar. We then divided the larger set into 

3 separate smaller sets of 207 icons in 14 groups each group 

having its own unique label, containing between 11 and 16 

icons each. This meant that our 3 sets were distinct but were 

balanced in terms of their contents. These set were reviewed 

by the authors for consistency between groupings. Any 

unused icons were placed in our practice set.  

It should be noted that we focused a great deal of effort on 

providing control and consistency for these icon sets; 

however, as described in our related work, there is no perfect 

grouping of items that would satisfy all uses cases and all 

individuals. We believe the variation of item placements that 

might still exist in our groups is likely a good rough 

approximation of what would exist in real world settings.  

   

Figure 3. Images from the testing system. From left to right: 

the home page (in folder-based layout), an opened folder (in 

folder-based layout), and a single page (in page-based layout). 

STUDY 1: COMPARISON WITH FOLDERS AND PAGES 

In study 1, we were initially interested in whether 

SpaceLaunch could work at all and how it's performance 

might compare to existing launchers. We designed study 1 to 

determine if SpaceLaunch could be faster, easier and more 

efficient for accessing apps. 

Participants 

We recruited 9 participants (4 female) from a local university 

population. Average age 28.3 (sd: 12.6; min: 21; max: 61), 7 

were students, 2 worked in full-time positions off-campus. 

Participants averaged 5.4 years of smartphone ownership. 

When asked how they organize and find app 6 participants 

used icons distributed across multiple pages (i.e., no folders) 

and 3 used a combination of folders and multiple pages. Only 

one participant used search frequently to find apps, 4 never 

use search, and 4 sometimes use search. 

http://fontawesome.io/


Procedure 

Participants were explained the study procedure, and asked 

to complete an informed consent form and a short 

demographics questionnaire (focusing on their mobile 

usage). The study contained 3 interface conditions (page-

based, folder-based and SpaceLaunch), whose presentation 

was fully counter-balanced with the three icon sets. Before 

starting the experimental tasks with each interface, the 

experimenter demonstrated each interface with the practice 

icon set, asking participants to practice until they were 

comfortable. Participants then started the experimental trials, 

finding 13 preselected icons in 10 blocks (130 trials per 

condition). The 13 stimulus icons were selected so that only 

two icons were in the same group and that only two icons 

would appear in the folder-based preview.  The system 

paused after each block, so participants could take a break.  

After each interface condition a questionnaire was given 

soliciting subjective judgments via a desktop computer. 

After the experiment, a final questionnaire was given asking 

the user to choose their most preferred interface. The 

experiment required approximately one hour to complete. 

Data Collection 

To assess if our system would be faster, easier and more 

efficient for accessing apps we collected three sets of 

metrics: for speed, we collected completion time of each 

trial; for efficiency, we collected the number of interactions 

required; and, for ease, we collected subjective measures 

including responses to the NASA TLX questionnaire, ratings 

of how "easy it was to remember app locations", and a forced 

selection question on the best interface for finding apps. 

For each trial, our experimental system collected completion 

time and the touches needed to make a correct selection. The 

number of touches counts how many interactions a 

participant input up to and including the correct selection. 

Touches were dependent on the interface being used, but 

include selecting a folder, selecting an app, closing a folder, 

swiping to the next page, zooming-in, or zooming-out.  

Subjective data was collected after each interface condition 

and after the experiment, using a 7-point Likert-scale-type 

questions. Participants also had opportunities to provide 

further insight into their judgments or other feedback via 

free-form text questions. 

Data Analysis 

Performance data were analyzed using a 3×10 RM-ANOVA, 

with interface (page-based, folder-based, SpaceLaunch) and 

block (1-10) as factors. Violations to sphericity used 

Greenhous-Geisser corrections to the degrees of freedom. 

Only significant pairwise differences are reported for post-

hoc tests and only performed for interface conditions and not 

block, since we were less interested in performance 

differences between individual blocks. Post-hoc tests used 

Bonneferoni corrections. Subjective responses were 

analyzed using Friedman’s test, and Likert-scale responses 

were recoded as numeric values (0-6, 3=neutral). Post hoc 

comparisons used the Wilcoxon signed-rank test. Free-form 

text answers are used to illustrate general trends in the 

findings. Before analysis, outlier trials were removed that 

were > 2 sd. away from the mean for completion time or 

touches, this resulted in the removal of 148 trials (4.2%). 

Results of Study 1 

Completion Time: There was a main effect of interface on 

completion time over all blocks (F2,16=42.77, p<.001; see 

Figure 4). Pairwise comparisons showed that SpaceLaunch 

(mean=4.6s., σ=2.54) was significantly faster than both 

page-based (mean=8.00s., σ=3.49; p<.001) and folder-based 

(mean=5.58s., σ=3.92; p<.05) layouts, and folder-based was 

faster than page-based (p<.001). There was also a significant 

effect of block on completion time (F9,72=59.20, p<.001). 

The interaction effect between interface and block was not 

significant (F18,144=1.53, p>.05). 

 

Figure 4. Mean completion time (±SE) by block in Study 1. 

Touches: There was a main effect of interface on touches 

(F2,16=51.15, p<.001; see Figure 5). Pairwise comparisons 

show that participants required significantly fewer touches to 

find target apps with SpaceLaunch (mean=2.20, σ=.14) than 

for folder-based (mean=9.85, σ=1.91; p<.005) and page-

based (mean=13.17, σ=2.60; p<.001). Folder-based require 

significantly fewer touches than page-based (p<.001). There 

was also a significant effect of block on touches (F9,72=59.20, 

p<.001). The small number of touches required to find apps 

with SpaceLaunch led to a significant interaction effect 

between block and interface on touches (F18,144=4.64, 

p<.001). 

 

Figure 5. Mean touches(±SE) per selection by block in Study 1. 

Subjective Data: When asked which of three systems was 

best for finding apps, participants overwhelmingly chose 

SpaceLaunch (8 chose SpaceLaunch, 1 chose folder-based, 

0 chose page-based). When asked about their reasoning, 

participants made comments along the lines of "… it was 

easier (sic) as you can see all the app[s]… [P9]". However, 



at least two participants commented that they preferred the 

folder-based approach because of its familiarity: "Well, I felt 

most comfortable with the folders because I'm very familiar 

with them. However, the spatial felt like it had the most 

potential [P4]". 

There was significant difference between conditions for task 

loading, based on the NASA TLX (χ2(2)=9.56, p<.01; see 

Figure 6, left). Pairwise comparisons showed that 

SpaceLaunch had a significantly lower task loading than 

page-based (z=-2.67, p<.001), but there were no other 

differences. There was a significant difference between 

interfaces for 'ease of remembering app locations' 

(χ2(2)=8.27, p<.05; see Figure 6, right). Participants found it 

significantly easier to remember app locations with 

SpaceLaunch then page-based (z=-2.37, p<.05), but there 

were no other differences.  

 

Figure 6. NASA TLX (left; lower is better), and ease to 

remember app locations (right; higher is better); from study 1. 

Discussion of Study 1 Results 

The results of study 1 are strongly in favor of SpaceLaunch. 

SpaceLaunch was fastest overall and most efficient. 

Participants also seemed to find SpaceLaunch the easiest and 

best interface for finding apps. The analysis provides 

convincing evidence that SpaceLaunch functioned as 

designed, and that the previously identified potential issues 

(small icon size, large number of icons, and expertise with 

alternatives) were not important factors. 

It can be see that from Figure 4 and Figure 5 that participants 

made use of visual search effectively with SpaceLaunch. 

When users start out as novices, visually searching all app 

icons seems to be faster than searching smaller groupings of 

apps (which is required in folder-based and page-based), due 

to the additional interactions required. Although the app 

icons are relatively small in SpaceLaunch, they were still 

large enough for participants to successfully use them in 

visual search. If people needed to zoom, pan and inspect 

icons at larger sizes, the number of touch interactions would 

have been higher. However, the number of touch interactions 

(Figure 5) participants required was close to the minimum 

number of touches (a minimum of two touches are required 

to make a selection), right from block 1.  

Visual inspection of Figure 4 seems to show a plateau for 

completion time around block 4 for completion time. This 

occurred when spatial memory comes into play and 

participants could rapidly recall the location of apps with a 

reduced need to perform slower visual search. This is 

evidenced by the performance floors in completion time 

shown in Figure 4, and further illustrated by the rapid 

decrease in the number of touches required by folder-based 

(see Figure 5). By block 5 folder-based achieves a similar 

plateau, indicating that participants were able to recall the 

location of apps within folders, even when the apps were 

hidden. However, the fact that SpaceLaunch could reach its 

performance floor earlier suggests that the spatial layout of 

SpaceLaunch supports a faster transition to expert behaviour.  

STUDY 2: DIFFICULT LEARNING CONDITIONS 

Our observations and conversations with participants in 

study 1, indicated that SpaceLaunch was clearly the fastest 

and most preferred method. However, the task in study 1 was 

a relatively simple learning task. Participants were aware that 

they were learning the location of a closed set of icons.  

While SpaceLaunch outperformed folder-based and page-

based layouts, we were interested in better understanding 

spatial learning and visual search performance in a more 

challenging task that better approximated real-world 

challenges. In real-world scenarios, people do not constantly 

rehearse access of a small set of apps; apps can be accessed 

infrequently, their interactions are separated by time and 

people's attention is divided among other tasks. These real-

world conditions would cause issues including memory 

interference and memory decay (forgetting) might be 

particularly problematic for SpaceLaunch since it leverages 

spatial memory to facilitate the transition to expert, memory-

based app selection. 

To better approximate the difficulties for building memory 

in real world scenarios, we designed a second study, with 

only two interface conditions (SpaceLaunch and folder-

based) that randomly presented distractors between stimuli. 

We opted to exclude page-based in Study 2, since it was the 

worst performing and the least preferred in study 1, and it 

would allow us to focus our study design on longer, more 

difficult tasks with the two leading interfaces.  

Procedure 

Study 2 used a similar procedure to study 1, but added in (0, 

1 or 2) random distractor app icons between each of 10 

stimuli (weighted such that the expected number of 

distractors was 5 per block), meaning on average participants 

saw 15 icons per block. We reduced the number of target 

icons to 10 per block to keep the total experiment time to one 

hour (determined through piloting).  

By varying the number of distractors, we tried to ensure that 

participants were at least initially unsure which stimuli 

would be repeated and when they would be presented. 

Participants were not informed that there would be any 

repeated icons. Although, this is a small manipulation to our 

study 1 design, we found that it was extremely effective at 

increasing the difficulty of learning app locations (which we 

discuss more fully below).  



Participants 

We recruited 16 participants (4 female) from a local 

university population. Average age 23.3 (sd:4.0; min: 19; 

max: 37), 15 were graduate or undergraduate students (from 

a variety of disciplines), 1 worked in a full-time position off-

campus. Participants averaged 6.0 years of smartphone 

ownership. When asked how they organize and access their 

apps, 8 participants use pages only, and 8 use a combination 

of folders and pages. Only two participant used search 

frequently to find apps, 7 never use search, and 7 sometimes 

use search. 

Apparatus, Data Collection and Analysis 

We collected the same data and followed the same analysis 

steps as in study 1, using a 2×10 RM-ANOVA, with interface 

(folder-based and SpaceLaunch) and block (1-10) as factors. 

However, we additionally split our analysis by whether a 

target app was rehearsed (an app icon that was part of the 

test set an was a repeated target 10 blocks) or non-rehearsed 

(was one of the distractor icons, selected at random from the 

icons outside of the test set). This allows us to better 

understand how learning progresses during realistic 

challenges to building memory. Before analysis, outlier trials 

that were > 2 sd. away from the mean for either completion 

time or touches were removed (227 trials = 4.3%). 

Icon Set 

Since there were only two interface conditions in study 2, we 

need only two unique icon sets for our experiment. However, 

we also increased the size of each of the two sets by creating 

an additional icon group of 11 app icons (15 groups in study 

2, instead of 14 groups in study 1). We did this to increase 

the total number of distractors available and to increase the 

difficulty of searching and in building memory. 

Study 2: Results 

We present our performance results for study 2, split by 

whether the target was a rehearsed target (a stimulus, 

rehearsed each block) or a non-rehearsed target (a distractor, 

randomly presented). In this case, rehearsed targets is similar 

to the analysis done in study 1, while our design of study 2 

allows us to additionally look at the non-rehearsed distractor 

targets. 

Completion Time (Rehearsed Targets): There was a main 

effect of interface on completion time over all blocks 

(F1,15=4.95, p<.05) for rehearsed targets (see Figure 7). 

SpaceLaunch (mean=5.5s., σ=3.74) was significantly faster 

than folder-based (mean=6.9s., σ=4.66). There was also a 

significant effect of block on completion time (F2.95,44.25= 

138.91, p<.001). The interaction effect between interface 

and block was not significant (F2.94,44.13= 2.54, p>.05). 

Touches (Rehearsed Targets): There was a main effect of 

interface on touches for rehearsed targets (F1,15=25.79, 

p<.001; see Figure 8), SpaceLaunch (mean= 2.23, σ= 0.23) 

required fewer touches to find target apps than folder-based 

(mean= 4.63, σ=3.02). There was also a significant effect of 

block on touches (F2.95,44.25= 39.73, p<.001). Again, the 

small number of touches to find apps with SpaceLaunch over 

all blocks led to a significant interaction effect between block 

and interface on touches (F3.01,45.15=33.91, p<.001). 

 
Figure 7. Rehearsed targets: mean completion time (±SE) by 

block in Study 2. 

 

Figure 8. Rehearsed targets: mean touches (±SE) before a 

selection by block in Study 2. 

Completion Time (Non-Rehearsed Targets): There was a 

main effect of interface on completion time over all blocks 

(F1,10=13.4, p<.005; see Figure 9) for non-rehearsed targets. 

SpaceLaunch (mean=10.1s., σ=4.61) was significantly faster 

than folder-based (mean= 11.8s., σ=4.93). There was also a 

significant effect of block on completion time 

(F4.26,42.57=2.90, p<.05). The interaction effect between 

interface and block was not significant (F9,90= 0.62, p>.05).  

While the general trend is downward for completion time (as 

shown in Figure 9), this must be interpreted in light of the 

fact that distractors can be presented as a target more than 

once (based on random chance). In practice, this means that 

by block 10, there was roughly a 15% chance that a distractor 

had previously been presented as a distractor earlier in the 

study. While this means that some 'rehearsal' was possible, 

with our non-rehearsal targets we believe this has a much 

smaller effect than building up expertise with the interfaces 

through repeated interactions, and incidental learning (see 

the discussion below). 

 
Figure 9. Non-rehearsed targets: mean completion time (±SE) 

by block in Study 2. 



Touches (Non-Rehearsed Targets): There was a main effect 

of interface on touches for non-rehearsed targets 

(F1,10=152.9, p<.001; see Figure 10), SpaceLaunch 

(mean=2.28, σ=.34) required fewer touches to find target 

apps than folder-based (mean=7.69, σ=3.59). There was no 

main effect of block on touches (F4.78,32.53=2.26, p>.05). The 

small number of touches required to find apps with 

SpaceLaunch led to a significant interaction effect between 

block and interface (F9,90=11.02, p<.05). 

 
Figure 10. Non-rehearsed targets: mean touches (±SE) by 

block in Study 2. 

Subjective Data: While SpaceLaunch continued to 

outperform folder-based in terms of our collected metrics, 

interestingly the subjective reports were more split. When 

asked which of three systems was best for finding apps, 

participants were split (9 chose SpaceLaunch, 7 chose folder-

based). Like in study 1, participants who chose SpaceLaunch 

felt that the ability to visually search was a big plus: "I can 

do a [visual] sweep of all the icons without having to 'open' 

folders [P7]". Some participants simply felt remember 

locations of apps was easy and that "… it seemed to come 

more naturally. [P5]" However, participants who chose 

folder-based would often identify issues that did not come up 

in study 1: "Spatial-based screen too busy (sic), too much 

stuff… [P16]," and some did feel that the "… icons [were] 

too small in spatial [P15]." 

Participant ratings of NASA TLX (z=-.958, p>.05) and "ease 

of remembering app location" (z=-1.54, p>.05) did not show 

significant differences (see Figure 11).  

 

Figure 11. NASA TLX (left; lower is better), and ease to 

remember app locations (right; higher is better); from study 2. 

Discussion of Study 2 Results 

The simple addition of randomly inserted distractors (non-

rehearsed) between repeated icons (rehearsed) resulted in a 

much more challenging task. Overall, SpaceLaunch was still 

the fastest and most efficient approach. This was true both 

when targets were rehearsed (Figure 4 and Figure 5) or when 

the targets were non-rehearsed (Figure 7). We discuss these 

two situations in turn below.  

SpaceLaunch: Faster & More Efficient for Rehearsed Targets 

Due to the increased difficulty of the experimental task, 

completion times show a more gradual learning curve for 

rehearsed targets. Figure 7 shows that the flattening of the 

learning curve that is reached by SpaceLaunch around block 

8 is only reached for folder-based by block 10. The results 

for touches (see Figure 8) clearly show that participants were 

learning locations throughout the experiment, only 

approaching the minimum number of touch interactions by 

block 10 (two touches are required for folder-based 

selections). These results provide further evidence that 

SpaceLaunch better supports a quicker transition to expert 

memory-based retrieval, and that this transition can occur 

even under more challenging task conditions.  

SpaceLaunch: Faster & More Efficient for Non-Rehearsed  

SpaceLaunch is faster for non-rehearsed targets (see Figure 

9), and is more efficient, with the number of touch 

interactions (see Figure 10) remaining consistently low. This 

means that even when participants were thrown back into a 

beginner mode of access, based primarily on visual search, 

SpaceLaunch was still fast and efficient. With folders, 

unrehearsed targets required much more searching through 

folders to find unknown targets, which explains the erratic 

curve for touches and higher variances throughout.  

Why didn't people find SpaceLaunch easiest? 

Interestingly, even though participant performance was 

clearly better using SpaceLaunch, participants seemed less 

aware of this advantage than in study 1. Opinions were split 

with regards to the ease of the approach. We often observed 

participants in study 2 stopping to ponder which approach 

was best at the end of the study. The reasons for the 

uncertainty towards SpaceLaunch are not entirely clear.  

Participant reactions after completing a series of rehearsed 

targets and then a new non-rehearsed target suggested that 

switching between expert and beginner mode seemed to be a 

source of stress. Several participants seemed to be more 

comfortable with being active, and preferred to perform 

brute-force folder search over visual search (where they sat 

idle looking for the icon). These experiences may have create 

a paradoxical situation. With folders, participants always 

needed to be interacting with the system (whether a target’s 

location was known or unknown). However, with 

SpaceLaunch the behaviour is very different for known 

targets (where a user interacts with the system) and for 

unknown targets (where a user must perform visual search). 

More study is needed to investigate this idea more fully. 

Fatigue may have also played a role in study 2, where the 

length of the study and the higher number of repeated visual 

search tasks may have fatigued users. The smaller icons sizes 

of SpaceLaunch were not an issue for the shorter, easier tasks 

in study 1. However, they may have been too small for 

extended use. While fatigue did not show a detriment in 



performance for SpaceLaunch, at least two participants did 

indicate that they felt the app icons were too small. We leave 

a fuller investigation of icon size and fatigue to future work. 

OVERALL DISCUSSION 

Our studies show that SpaceLaunch, with its zoomable 

interface and flat hierarchy, supports rapid visual search and 

a transition to expert memory-based app retrieval. In this 

discussion, we explore some remaining questions of 

generalization and research directions raised by the study.  

Would people use SpaceLaunch? 

To date there has been very little work exploring how app 

launching, an extremely common task, can be improved. We 

have articulated specific limitations with current app 

launchers, and shown how a novel design can provide 

substantial improvements in efficiency. However, there are 

also several existing app launchers that would allow an 

approximation of SpaceLaunch. For example, one could 

manually arrange up to 180 apps on the iOS homescreen by 

using the existing folder mechanism. The Apex Launcher for 

Android [44] allows the number of apps to be increased on 

the home screen by decreasing icon size. The Lens Launcher 

for Android [45] displays all apps on a single page in 

miniature, allowing zooming through a fish-eye lens 

interaction. These examples provide further evidence that 

there is interest in new app launcher designs. The fact that 

many people download custom app launchers and customize 

their mobile interfaces suggests that there is interest in 

improving the user experience, even with transient 

interactions such as app launching.  

Would SpaceLaunch make a difference in real use? 

While our experimental tasks are not highly realistic, we 

believe our second study approximates some of the 

difficulties that would be experienced under real world 

conditions. In actual usage, apps are accessed less frequently, 

and some degree of memory decay and memory interference 

would occur (which study 2’s distractor targets also 

induced). Our future plans for SpaceLaunch include 

rebuilding it as a custom Android app launcher that we can 

deploy on the app store and collect data from use in the wild. 

There are further questions that need to be explored in 

considering how our results generalize to real-world use. In 

particular, people make their own folders of apps, which 

would certainly play a role in anchoring app location in 

memory. Comparing user-created organizations with both 

pre-determined groups and a spatial interface like 

SpaceLaunch would be an interesting direction for future 

work. It is worth noting, however, that user control over app 

grouping is unlikely to solve the problem of poor 

organization: people are not particularly good at creating 

organizations for their apps, nor do they show much interest 

in doing it [24]. While our design of SpaceLaunch did 

incorporate labeled groups, this was largely to provide useful 

landmarks for navigation and to demonstrate that the design 

can accommodate a familiar organization scheme. Because 

spatial memory allows direct recall of item locations, it is 

likely that SpaceLaunch would work equally as well without 

any type of semantic grouping, and artificial landmarks [43] 

could be used to provide anchors for spatial memory. 

For mobile phone owners who have relatively few apps, 

SpaceLaunch may provide little additional benefit. However, 

as discussed above, many users already have between 60 and 

100 apps, and many have more [1]. As mobile storage 

continues to grow, people will have little reason to delete 

their apps. Mobile apps are an example of a growing 

information space, and SpaceLaunch shows another novel 

application of spatial interfaces that addresses a growing 

interaction need. It is also likely that SpaceLaunch could 

have other applications, for example, as a file browser or a 

way to manage browser windows or bookmarks.  

Further Research on Spatial Interfaces 

Past work has shown that for spatial memory to work, item 

locations need to be stable [8]. While this can be partially 

handled by affixing apps to a grid and not allowing them to 

move (unless initiated by a user), adding new apps and 

deleting old ones is relatively common. There is little work 

on how to maintain spatial memory as information spaces 

evolve, grow, and shrink, other than a few early studies [35]. 

This is a challenge for all spatial interfaces, and will be 

particularly important for SpaceLaunch. 

Further, most research into spatial interfaces has focused on 

the use of visual search as the sole means of locating items. 

Current app launchers typically return search results as a 

simple ordered list, which does not support the acquisition of 

expert access behaviour (i.e., the app’s location). We believe 

a solution like “search driven navigation” [14], where a 

search result highlights the path to the target app would assist 

users in learning app locations. We plan to incorporate such 

an idea into future versions of SpaceLaunch.  

CONCLUSION 

We present SpaceLaunch, a novel app launcher that supports 

the rapid finding of apps through visual search and the 

development of spatial memory. Through two studies, we 

demonstrate that SpaceLaunch is faster than traditional app 

launcher layouts (either page-based or folder-based) for 

novices, and that it better supports a transition to expertise. 

Further, our studies show that SpaceLaunch works in 

challenging tasks where building spatial memory can be 

more difficult. Our findings provide further evidence for the 

use of spatial memory as a guiding principle in the design of 

interactive systems, demonstrate that zoomable interfaces on 

smaller mobile screens are a promising direction for the 

design of fast and efficient interactions, and highlights 

several new areas for further research into visual search and 

spatial memory for improved interface design. 
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