Tomards A Performance Evaluation for Federated Averaging
on Edge Devices
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The results of the experiment may
show that FedAvg performs well in
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