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Abstract—This paper presents a Multimodal Ambient Context-
enriched Intelligence Platform (MACeIP) for Smart Cities, a
comprehensive system designed to enhance urban management
and citizen engagement. Our platform integrates advanced tech-
nologies, including Internet of Things (IoT) sensors, edge and
cloud computing, and Multimodal AI, to create a responsive and
intelligent urban ecosystem. Key components include Interactive
Hubs for citizen interaction, an extensive IoT sensor network,
intelligent public asset management, a pedestrian monitoring
system, a City Planning Portal, and a Cloud Computing System.
We demonstrate the prototype of MACeIP in several cities,
focusing on Fredericton, New Brunswick. This work contributes
to innovative city development by offering a scalable, efficient,
and user-centric approach to urban intelligence and management.

Index Terms—multimodal, ambient context-enriched intelli-
gence, smart cities

I. INTRODUCTION

Rapid urbanization and technological advancements have
given rise to the concept of intelligent cities, leveraging digital
technologies to enhance quality of life, improve operational
efficiency, and promote sustainable development. As cities
grow more complex, there is an increasing need for integrated
systems to collect, process, and utilize vast amounts of data to
inform decision-making and improve urban services. Hence,
in this paper, we contribute as follows:

1) We detail the architecture of our Multimodal Ambi-
ent Context-enriched Intelligence Platform (MACeIP)
in Smart Cities, including Interactive Hubs for citizen
engagement, an IoT sensor network, intelligent public
asset management, an advanced pedestrian monitoring
system, a City Planning Portal (CPP), and a Cloud
Computing System (CCS) equipped by Multimodal AI.

2) Our Multimodal AI system includes time-series and
vision models, Large Language Models (LLMs), and
Explainable AI (XAI) techniques to deliver a citizen-
centric, intelligent, efficient, and responsible decision-
making platform for smart cities.

3) We describe MACeIP deployment in Canadian cities, fo-
cusing on Fredericton, New Brunswick. We also demon-
strate the user interfaces of the Interactive Hubs and CPP.

II. RELATED WORK

The development of MACeIP in Smart Cities encompasses
several interconnected research areas, as outlined in our con-

ceptual framework (Figure 1). This section explores the liter-
ature related to key components identified in our framework.

Ambient and innovative experiences in smart cities have
gained significant attention, with [1] exploring ambient intel-
ligence in urban environments and [2] discussing innovative
digital services. [3] have extensively studied sustainability
in smart cities, highlighting the integration of information
and communication technology with urban systems for envi-
ronmental, economic, and social sustainability. [4] addressed
safety and security challenges in smart cities, emphasizing the
need for integrated security systems. Transparency and digital
connectivity, crucial for building trust and engagement, have
been explored by [5], underscoring the importance of open
data policies and accessible digital infrastructure. Feedback
and continuous improvement, central to adaptive smart cities,
have been examined [6], emphasizing iterative development
and continuous learning in urban innovation. Recent research
has also highlighted the potential of multimodal approaches in
enhancing urban intelligence, with [7] proposing a surveillance
map data framework and [8] emphasizing the integration of
heterogeneous data for comprehensive urban analysis.
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Fig. 1. Factors of MACeIP in Smart Cities

III. ORCHESTRATION

This section presents a detailed description of the orches-
tration of our MACeIP for Smart Cities. The system integrates
multiple technologies and components to create an intelligent,
responsive, responsible urban management ecosystem.

A. Interactive Hub

The Interactive Hub serves as the primary interface between
citizens and the smart city infrastructure, which are placed
throughout public areas and act as multifunctional information
and interaction points. At the core of the Interactive Hub’s
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Fig. 2. Orchestration of Multimodal Ambient Context-enriched Intelligence
Platform (MACeIP) in Smart Cities

functionality is an Explainable Conversational AI powered by
LLMs, namely GPT-4o mini [9], and integrated with XAI
techniques, such as G-CAME [10], D-CLOSE [11], which
provides transparent and understandable responses, supporting
multilingual interactions for diverse urban populations. The
user interface (UI) displays real-time weather information,
transit schedules, and interactive buttons for accessing various
city services. To enhance user experience (UX), the system
incorporates VR/AR capabilities, allowing citizens to virtually
explore different locations in the city through a network of
360-degree cameras. Data collection and privacy are critical
aspects of the Interactive Hub’s design. The system imple-
ments secure data collection protocols, providing users with
transparent information about data usage and privacy policies
and encouraging trust in the smart city infrastructure.

B. IoT Sensors Network

The MACeIP leverages an extensive network of IoT sensors
to gather real-time data about various aspects of the urban
environment, which forms our data-driven approach to city
management. Our sensor array includes:

1) Temperature and Humidity Sensor: We use the DHT22
device for its accuracy and reliability in monitoring
ambient temperature and humidity.

2) Water Level Sensor: We use an ultrasonic sensor, HC-
SR04 [12], to measure water levels in reservoirs and
flood-prone areas.

3) Water Quality Sensor: We use the Analog Total Dis-
solved Solids (TDS) Sensor Meter for Arduino to mea-
sure TDS in water.

4) Garbage Bin Sensor: We use HC-SR04 [12] to measure
the distance from the top of the bin to the garbage.

5) Air Quality Sensor: We use MQ-135 Gas Sensor to
monitor air quality, especially harmful gas, such as CO2,
NH3, NO, NO2.

6) Ultraviolet (UV) Index Sensor: We use the VEML6070
UV sensor to measure the UV light intensity and index.

Data transmission from these sensors relies on LoRaWAN
protocol based on the Low-Power Wide-Area Network (LP-

WAN) technology, which ensures efficient long-range, low-
power communication. Edge computing is employed for pre-
liminary data processing and noise filtering, reducing the load
on the CCS (Section III-F).

C. Pedestrian Monitoring System

The advanced Pedestrian Monitoring System uses a network
of cameras and AI-powered analytics to enhance public safety
and optimize city services. The camera network consists of
360-degree cameras installed at the Interactive Hub and tradi-
tional surveillance cameras to provide comprehensive coverage
of public spaces. The cores of this system are edge detection
models based on the YOLOv8n [13], a lightweight architecture
suitable for edge devices to perform real-time detection. The
detection models are designed for two major tasks: pedestrian
counting and abnormal behaviour detection. The pedestrian
counting model is trained with the City Persons dataset [14],
while the abnormal behaviour detection model is trained with
the Fall Detection dataset [15] and the Abnormal Behavior
Detection dataset [16].

D. Public Assets Management

The intelligent management of public assets focuses on
efficiency, sustainability, and public safety. A key component
of this system is the smart street lighting network. Each street
light is network-connected, allowing for remote monitoring
and control, and includes energy consumption metering. The
energy management system built in the CCS uses historical
consumption data and a time-series ML algorithm to forecast
energy demand, enabling proactive management of resources.
We train the long short-term memory (LSTM) model [17] for
forecasting time-series energy demand. The system dynami-
cally controls power distribution, adjusting street light inten-
sity based on historical demands, the number of pedestrians,
specific events, weather conditions, and time of day.

E. City Planning Portal (CPP)

A CPP serves as a comprehensive dashboard and man-
agement interface for urban planners, administrators, and
decision-makers. Its UI features a customizable dashboard
displaying real-time city status metrics with interactive data
visualizations for trend analysis.

The CPP incorporates a notification system that generates
alerts based on predefined rules and urban events. The system
integrates with public service communication channels, en-
abling seamless coordination and automated escalation proce-
dures for critical issues between municipal departments, such
as police, fire department, and emergency services.

F. Cloud Computing System (CCS)

The CCS forms the backbone of our smart city platform,
providing the computational power, storage, and intelligence
necessary for managing the entire ecosystem. Built on Azure
cloud services, the CCS contains the following components:

1) Data Management: Azure Cosmos DB manages diverse
data types, offering scalability and global distribution.



It handles structured, unstructured, and vector data,
providing a robust data storage and retrieval backbone.

2) Application Programming Interface (API) Management:
We use Azure API Management for secure, scalable
API creation and management. This ensures seamless
communication between different components of the
smart city infrastructure and applications.

3) Web Services: We use Azure App Services to deploy and
manage web applications and services, such as CPP.

4) Multimodal AI Management: We use Azure Machine
Learning (e.g., time-series forecast models, pedestrian
monitoring models) and Azure AI Studio (e.g., LLMs)
with the Responsible AI dashboard to manage AI mod-
els, ensuring they are explainable and transparent, en-
suring compliance with data protection regulations.

IV. IMPLEMENTATION

Our conceptual architecture aligns with the Urgent Edge
Computing architecture proposed by [18], which consists of
five interconnected layers designed to support the unique
requirements of time-critical, edge-based applications. This
architecture, illustrated in Figure 3, provides a comprehensive
framework for implementing our edge computing solutions.
The five layers are as follows:
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Fig. 3. The MACeIP edge computing conceptual architecture

1) Computing, Network and Storage – Fabrics: This foun-
dational layer represents the physical and virtual re-
sources that form the backbone of our computing en-
vironment. It encompasses many devices and infrastruc-
ture components, from edge devices to cloud resources,
that can be leveraged for urgent computing tasks.

2) Computing, Network and Storage – Access, Configura-
tion and Interaction Services: This layer provides the
necessary interfaces and services for accessing, config-
uring, and interacting with the underlying computing,
network, and storage resources. It includes Azure Virtual
Machines (VMs), Azure Container Apps, and Azure
Stack HCI for software-defined networking (SDN).

3) Computing Network and Storage – Deployment and
Management Services: This layer focuses on efficiently
deploying and managing resources within our edge com-
puting ecosystem. It incorporates critical functionalities
like resource and service discovery, self-management ca-
pabilities, and urgency area data collection mechanisms.

4) Platform Abstractions and Execution Services: This
layer offers higher-level abstractions and services that
facilitate the execution of computing tasks. It includes
components for virtual cluster management, job and
workload scheduling, and urgent data aggregation, anal-
ysis, and visualization.

5) Application APIs: The topmost layer provides interfaces
and tools for developing applications that effectively
utilize the edge computing infrastructure. This includes
support for Azure ML, Responsible AI and integration
with Azure AI Studio to leverage LLMs. It also supports
AR, VR, and XR for enhanced user interaction.

This architecture also incorporates:
1) Identity and Security: Security measures are imple-

mented across all layers to ensure data integrity and
protect sensitive information in urgent scenarios.

2) Urgency-Aware Resource Management: The architecture
incorporates mechanisms for prioritizing and allocating
resources based on the urgency of computing tasks,
ensuring critical operations receive the necessary com-
putational power.
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Fig. 4. Our prototype installation map in Fredericton, New Brunswick,
Canada

A. Installation Locations

We demonstrate our MACeIP in several cities across
Canada, with Fredericton, New Brunswick, showcased in this
section. Interactive Hubs (Section III-A) are placed in 10
public locations throughout Fredericton City. These locations
are detailed in Figure 4. Six hubs are co-located with parking
lots (Numbers 1-6), while the remaining four are in public and
tourist areas (Numbers 7-10).

B. Tourism Hub Interface

The Tourism Hub Interface (Figure 5) provides a compre-
hensive user experience catering to residents and visitors. It
offers real-time information and services, including maps and
navigation, event listings, travel advice, garbage locations,



Fig. 5. Interactive Hub Interface

Fig. 6. The City Planning Portal (CPP) User Interface

language selection, feedback collection, and bus schedules.
Users can also purchase tickets for public transportation via
this interface. Additionally, it supports interactions via an AI-
powered assistant.

C. CPP Interface

The CPP Interface (Figure 6) is an advanced dashboard
designed for urban planners, administrators, and decision-
makers. It displays real-time metrics and visualizations, in-
cluding pedestrian counts, streetlight electricity consumption,
surveillance camera footage, parking information, bus status,
and public service availability.

V. CONCLUSION

This paper presents the MACeIP, which represents an
advancement in smart city technologies by integrating IoT
sensors, edge computing, Multimodal AI, and cloud services,
offering a comprehensive approach to urban management and
citizen engagement. Our prototype implementation demon-
strates the platform’s practical applicability, enabling efficient
city operations and enhanced citizen services through strate-
gically placed Interactive Hubs, an IoT sensor network, and
advanced analytics capabilities. MACeIP provides a frame-
work for creating intelligent, efficient, responsible, and citizen-
centric urban environments.
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