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Abstract

LangXAI is a framework that integrates Explain-
able Artificial Intelligence (XAI) with advanced vi-
sion models to generate textual explanations for
visual recognition tasks. Despite XAI advance-
ments, an understanding gap persists for end-users
with limited domain knowledge in artificial intel-
ligence and computer vision. LangXAI addresses
this by furnishing text-based explanations for clas-
sification, object detection, and semantic segmen-
tation model outputs to end-users. Preliminary re-
sults demonstrate LangXAI’s enhanced plausibil-
ity, with high BERTScore across tasks, fostering a
more transparent and reliable AI framework on vi-
sion tasks for end-users. The code and demo of this
work can be found at https://analytics-everywhere-
lab.github.io/langxai.io/

1 Introduction
In the field of artificial intelligence (AI), making complex AI
decisions comprehensible is essential, especially in the ap-
plication context requiring a large demand for explainability,
such as healthcare, and banking. Explainable AI (XAI) is vi-
tal for achieving this, yet image-based XAI methods currently
demand substantial AI and computer vision (CV) knowledge,
often necessitating a domain expert to describe explanations
to end-users [Jin et al., 2019; Nguyen et al., 2023b]. Large
Vision Models (LVMs), evolving from Large Language Mod-
els (LLMs) for visual tasks, present a promising approach
to address this issue. LVMs adeptly interpret visual data in
human-like ways, improving AI system transparency. Rec-
ognizing the potential of XAI and LVM synergy, we aim to
develop an innovative XAI framework that incorporates ad-
vanced LVMs to elucidate a broad spectrum of CV tasks com-
prehensively.

More specifically, we introduce LangXAI, a framework
that employs LVMs to deliver clear text-based explanations
for AI visual decision processes. LangXAI aims to increase
the transparency of black-box models, making it easier for

users without extensive specialized knowledge to understand
AI decisions. Furthermore, during the validation stage, we
employ a diverse set of metrics to thoroughly evaluate the
model. Our initiative is dedicated to enhancing both AI trans-
parency and trustworthiness through accessible explanations.

2 Related Work
We review two key aspects of our study. First, we investi-
gate the current development of XAI in the fields of CV, with
a specific focus on classification, semantic segmentation, and
object detection. Additionally, we explore the emerging land-
scape of LVMs and their rapid development.

2.1 Explainable AI (XAI) in CV
XAI methods for CV tasks can be categorized into two dis-
tinct groups based on their purposes, as illustrated in Figure 2.
While classification and semantic segmentation share com-
mon XAI techniques due to their inherent similarities, object
detection necessitates different approaches owing to its dual
focus on classification and localization. In contrast to clas-
sification tasks that take into account the entire image, ob-
ject detectors primarily employ convolutional layers instead
of fully connected ones. This design choice confines the re-
ceptive field of the desired output to just a segment of the
input image [Truong et al., 2023].

Within the context of working mechanisms, all XAI meth-
ods utilized in this study fall into two classes: Gradient-based
and Perturbation-based. Gradient-based methods assess fea-
ture significance by computing gradients of the output con-
cerning the extracted features using backpropagation. These
methods then assign estimated attribution scores, identify the
path that maximizes a specific output, and highlight critical
input features, such as pixels in this study [Rodrigues et al.,
2024]. We take into consideration several gradient-based al-
gorithms, such as GradCAM [Selvaraju et al., 2017], Grad-
CAM++ [Chattopadhay et al., 2018], SeCAM [Cao et al.,
2023], HiResCAM [Draelos and Carin, 2020], and G-CAME
[Nguyen et al., 2023a]. In contrast, perturbation-based meth-
ods modify input images to track changes in the output. Sig-
nificant output alternations indicate input relevance, espe-
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Figure 1: The interface of LangXAI showcases how it operates to make AI decisions in the classification task, which is designed straightfor-
wardly with guidance so end-users can comprehend and monitor end-to-end explanations.
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Figure 2: Classification of XAI methods by CV tasks and their
mechanisms.

cially when the target class is modified. These methods sup-
port iterative testing and offer visualizations of crucial in-
put segments [Paralič et al., 2023]. In this research, several
perturbation-based methods have been utilized, namely Ada-
SISE [Sudhakar et al., 2021], RISE [Petsiuk et al., 2018],
D-RISE [Petsiuk et al., 2021], and D-CLOSE [Truong et al.,
2023].

2.2 Large Vision Models (LVMs)
The advancements in LLMs have given rise to LVMs, which
blend language understanding and reasoning with visual per-
ception [Peng et al., 2023]. Initial LVM strategies involve
refining visual encoders based on language embeddings or
visual-to-text conversion [Wu et al., 2024]. Models such as
Flamingo [Alayrac et al., 2022] and PaLM-E [Driess et al.,
2023] exemplify the former approach, while techniques for
the latter method have been proposed in [Hu et al., 2023] and
[Shao et al., 2023]. In this research, we employed a new
member of the LVMs family, which is GPT-4 Vision [Ope-
nAI, 2023]. This LVM exhibits robust performance across

diverse tasks [Yang et al., 2023] and demonstrates a strong
alignment with human evaluators [Zhang et al., 2023].

It is worth noting that, despite the presence of several end-
user-centered XAI frameworks and patterns [Jin et al., 2019;
Jin et al., 2021; Schoonderwoerd et al., 2021], contempo-
rary research lacks an attempt to develop a unified frame-
work for providing comprehensive and trustworthy end-to-
end explanations to end-users for the saliency-map explana-
tions [Chang et al., 2023; Clement et al., 2024]. To address
this gap, this paper aims to introduce a novel XAI frame-
work that leverages the capabilities of LVMs to simplify user-
system interaction and offer highly reliable interpretations.

3 Framework
Our framework is divided into two main parts, aiming to pro-
vide end users with a straightforward approach to compre-
hending complex image decision explanations. The procedu-
ral details of the framework are depicted in Figure 3.

3.1 Block 1: Saliency Map Extraction with XAI
The first part of our framework focuses on generating saliency
maps using XAI methods from various CV models tailored
for different tasks. The process involves uploading an image
and selecting the desired task, with specific models assigned
accordingly: Swin Transformer v2 [Liu et al., 2022] for clas-
sification, DeepLabv3-ResNet50 and ResNet101 [Chen et al.,
2017] for semantic segmentation, and Faster R-CNN [Ren et
al., 2015] and YOLOX [Ge et al., 2021] for object detec-
tion. Following the image analysis, users can specify the pre-
dicted class and choose the XAI method to generate saliency
maps, which highlights the areas of interest for the model’s
decision-making process.

3.2 Block 2: Text-based Explanation with LVM
In the second part, we integrate various data to aid the LVM
in generating text-based explanations for end-users unfamil-
iar with AI and CV. The GPT-4 Vision [OpenAI, 2023] serves



Figure 3: Our framework is split into two parts for explaining decisions made by AI models in CV tasks. The first part (in white blocks)
generates saliency maps, where the XAI method in bold is used to generate the saliency map. The second part (in gray blocks) combines the
input image, saliency map, ground truth, and prediction to provide a text-based explanation under prompts for each task.

as the core LVM in our framework, leveraging information
such as the input image, ground truth, model’s top-1 pre-
diction, and saliency map. We employ a structured prompt
for each task, starting with presenting the image and saliency
map to help the LVM identify focal areas. We then combine
the saliency map with the model’s prediction to verify the ac-
curacy. In the end, we compare the model’s prediction with
the ground truth to determine the reliability and assess poten-
tial confusion by background or other objects. This compre-
hensive process ensures explanations are both coherent and
indeed based on the model’s visual analysis of the image.

4 Evaluation
In this section, we evaluate how well LangXAI’s text-based
explanations align with expert interpretations in the field of
XAI. We ensure a comprehensive assessment by having a do-
main expert who has knowledge in AI and XAI context to
review and label 5 samples for each task. The datasets cho-
sen for analysis are tailored to each task: ImageNetv2 [Recht
et al., 2019] for image classification, TTPLA [Abdelfat-
tah et al., 2020] for semantic segmentation, and MS-COCO
2017 [Lin et al., 2014] for object detection. During the evalu-
ation stage, we employ various metrics, including BLEU [Pa-
pineni et al., 2002], METEOR [Banerjee and Lavie, 2005],
ROUGE-L [Lin, 2004], and BERTScore [Zhang et al., 2019],
to comprehensively measure the performance of the LVM.
Among these metrics, we prioritize BERTScore as it evalu-
ates semantic similarity at a deeper level compared to sur-
face lexical matches, providing a more nuanced reflection of
expert interpretations. On the other hand, when assessing
ROUGE-L and BERTScore, we particularly focus on their
precision results.

The evaluation results from Table 1 demonstrate varying
performance levels of the LVM across different tasks: image

Task BLEU METEOR ROUGE-L BERTScore

Classification 0.2971 0.5122 0.5196 0.9341
Semantic Segmentation 0.2552 0.4741 0.4714 0.8594

Object Detection 0.2754 0.4904 0.4911 0.9093

Table 1: The performance of LVM across tasks is measured using
BLEU, METEOR, ROUGE-L, and BERTScore metrics. These met-
rics evaluate how closely the model’s text-based explanations align
with expert interpretations in the context of XAI. Higher scores in-
dicate better performance.

classification, semantic segmentation, and object detection.
It is worth noting that BERTScore metrics consistently yield
high scores across all tasks, which indicates a robust seman-
tic alignment between the model’s explanations and expert
interpretations. These results also demonstrate a deep com-
prehension of the model for the tasks at hand. Specifically,
the image classification task receives the highest evaluation
scores, likely owing to its straightforward nature of identify-
ing depicted subjects in images. On the other hand, semantic
segmentation and object detection demand more intricate ex-
planations. They delve into object positions, the background,
surrounding contextual information, and interactions within
images, posing challenges in conveying them clearly to non-
expert users.

5 Conclusion
This paper presents LangXAI, a novel framework combining
XAI with advanced vision models to create textual explana-
tions for visual tasks. Our framework can enhance purely vi-
sual explanations with natural language and therefore could
help narrow the knowledge gap for users with limited AI ex-
pertise, highlighted by an average BERTScore of 0.9, indi-
cating its potential to improve AI system transparency and



reliability.
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