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Abstract

Vehicular fog computing extends the fog com-
puting paradigm to conventional vehicular net-
works. This allows us to support more ubiquitous 
vehicles, achieve better communication efficiency, 
and address limitations in conventional vehicular 
networks in terms of latency, location awareness, 
and real-time response (typically required in 
smart traffic control, driving safety applications, 
entertainment services, and other applications). 
Such requirements are particularly important in 
adversarial environments (e.g., urban warfare and 
battlefields in the Internet of Battlefield Things 
involving military vehicles). However, there is no 
one widely accepted definition for vehicular fog 
computing and use cases. Thus, in this article, we 
formalize the vehicular fog computing architec-
ture and present a typical use case in vehicular 
fog computing. Then we discuss several key secu-
rity and forensic challenges and potential solu-
tions.

Introduction
An observation on the Internet of Things (IoT) 
trend in a 2017 Gartner report [1] is the move-
ment away from cloud-, Thing-, and gateway-cen-
tric IoT implementations to the edge (also referred 
to as fog computing or edge computing in the 
literature). In such an implementation, the bulk of 
the application logic, data storage, and analytics 
are placed on the actual device instead of a cloud 
or gateway server. This can result in significant 
bandwidth saving for the heterogeneous commu-
nication network. 

One potential application of fog computing is 
in vehicle-based settings, such as the integration 
of fog computing with conventional vehicle ad 
hoc networks (VANET) to form the Internet of 
Vehicles (IoV) or vehicular fog computing. In the 
latter architecture, vehicles are regarded as intelli-
gent devices that are mobile and equipped with 
multiple sensors, and have the computational/
communication capability to gather useful traf-
fic information. The information is gathered not 
only from the intra-vehicle sensors but also from 
the environment external to the vehicle(s). Fog 
nodes can be deployed at the edge of vehicular 
networks to efficiently and effectively collect, pro-
cess, organize, and store traffic data in real time. 
When acquiring and processing a large amount 
of data from urban/highway areas via smart vehi-

cles, vehicular fog computing architecture can 
facilitate or provide a wide range of vehicle-based 
services to the driver and passengers, such as 
smart traffic control, road safety improvement, 
and entertainment services. Similarly, there are 
potential applications in Internet of Battlefield 
Things deployment.

Fog computing, especially vehicular fog 
computing, is still in its early stage, with many 
unresolved and under-explored technical and 
operational challenges, ranging from architecture 
to clear use cases to security issues and so on. 
There has been interest in fog computing not only 
from academia, but also from the industry such 
as the establishment of the OpenFog Consortium 
[2]. Vehicular fog computing is one area that is 
relatively under-studied, despite the increasing 
trend in smart vehicles in practice. For example, in 
a recent report on connected vehicles by the IHS 
automotive company [3], it is estimated that there 
will be 152 million actively connected cars on the 
road by 2020, and an average car will produce up 
to 30 TB of data each day. This will result in a sig-
nificant increase in bandwidth consumption and 
competition, in the sense that a connected vehi-
cle would need to compete against other devices 
for finite bandwidth. 

One potential solution to reduce the com-
munication overhead is to have the server be 
geographically closer to the vehicle to serve the 
vehicle-based applications’ demands in real time. 
This will require a significant investment in the 
underpinning infrastructure. However, to ensure 
optimal quality of protection (QoP) and quality 
of service (QoS), we need to strike a balance 
between performance, security, and privacy 
requirements. 

In this article, we discuss the architecture, use 
cases, and security issues in this emerging vehicu-
lar fog computing paradigm. In the next section, 
we present a high-level overview of vehicular fog 
computing architecture and describe its benefits. 

Vehicular Fog Computing Architecture: 
Overview

System Architecture

A high-level architecture of vehicular fog comput-
ing is presented in Fig. 1, which comprises three 
types of entities, namely smart vehicles as the 
data generation layer, roadside units/fog nodes as 
the fog layer, and cloud servers as the cloud layer. 
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Smart Vehicles: Smart vehicles play an import-
ant role as the key data generator in a vehicu-
lar fog computing system, due to their real-time 
computing, sensing (e.g., cameras, radars and 
GPS), communication, and storage capabilities. 
The amount of data collected by the various 
sensors in a smart vehicle has been estimated to 
be around 25 GB/h in a single day (e.g., 20–60 
MB/s for cameras, 10 kB/s for radar, and 50 kB/s 
for GPS). Some of these data can be processed 
by the smart vehicle itself, in order to inform real-
time decision making (i.e., vehicle-level decision), 
while other data will be shared and uploaded to 
the fog nodes for analysis and used for other pur-
poses (e.g., traffic and infrastructure planning, as 
well as surveillance). 

Roadside Units/Fog Nodes: Roadside units, 
generally deployed in different areas of a city, can 
easily be upgraded to act as fog nodes. This will 
allow the collection of data sent by smart vehicles, 
processing of the collected data, and reporting of 
the (processed) data to the cloud servers. These 
units/nodes also act as the middleware/interme-
diate devices on the function of a connecting link 
between the cloud servers and the smart vehi-
cles in a vehicular fog computing system. Unlike 
existing vehicular networks, these units/nodes will 
have more functions and provide more diverse 
services for smart vehicles, such as navigation, 
video streaming, and smart traffic lights. In other 
words, these units/nodes are not just relays or 
broadcasters; they also process data, store data, 

and make decisions as a fog layer. (i.e., area-level 
decisions). 

Cloud Servers: Cloud servers provide city-lev-
el monitoring and centralized control from a 
remote location. These servers will obtain the 
data uploaded by the fog nodes while perform-
ing computationally intensive analytics to make 
optimal decisions from a holistic perspective (e.g., 
city-level decision). For instance, they will mon-
itor, manage, and control the city’s road traffic 
infrastructures to achieve optimal city-level traffic 
control. 

Potential Benefits

The vehicular fog computing architecture, if 
implemented correctly, can deliver wide-ranging 
benefits such as those shown in Table 1. Although 
many current and fast-developing vehicular fog 
computing systems may have unique features, 
most vehicular fog computing systems are gen-
erally organized in an architecture similar to that 
shown in Fig. 1, with the following common char-
acteristics: The fog nodes are extensions of the 
cloud servers from remote areas to the edge in 
order to offer more efficient and effective ser-
vices. This will allow vehicle-based applications 
to benefit in terms of response time, communica-
tion, and storage. These properties are particularly 
important in an adversarial setting (e.g., Internet 
of Battlefield Things involving military vehicles).

Response time: Most vehicular applications 
require real-time response, especially for traffic 
control and safety enhancement applications. 
However, conventional vehicular cloud com-
puting architecture is not designed to meet this 
low-latency requirement, since data collected 
from smart vehicles will be processed remotely 
instead of locally. Due to the transmission delay 
and any potential connectivity issues (e.g., out 
of range), the average response time for cloud-
based applications and locally processed applica-
tions will likely be more than a second and under 
10 ms, respectively. Hence, fog nodes in a vehic-
ular fog computing system, located in proximi-
ty to smart vehicles, can significantly reduce the 
response time for vehicular applications.

Communication: In the foreseeable future, the 
number of smart vehicles (including smart military 
vehicles) is likely to increase and perhaps become 
the norm. Thus, it is likely that the amount of data 
generated and transmitted by such vehicles will 
increase exponentially at a high frequency (similar 
to the current big data trend). In conventional 
vehicular cloud computing scenarios, raw data 

Figure 1. Architecture of vehicular fog computing.
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Table 1. Application examples of vehicular fog computing.

Application type Service Description

Traffic control

Smart navigation Plan optimal routes for smart vehicles

Smart traffic lights
Schedule traffic lights of each intersection in the 
city to control traffic flows

Driving safety

Road condition detection
Detect environment information of smart 
vehicles and make adjustments accordingly

Emergency warning
Broadcast emergency warning information to 
nearby smart vehicles, such as car accidents 
and work zones

Entertainment

Commercial advertisement
Publish advertisements of public interest (e.g., 
Amber alerts) to nearby smart vehicles

Multimedia
Provide multimedia services for smart vehicles, 
such as music and video
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is directly uploaded to the cloud servers for sub-
sequent processing. Despite potential advances 
in communication technologies, the bandwidth 
required for efficient transmission of such a big 
volume of data is not guaranteed due to a wide 
range of logistical, political, and geographical fac-
tors, particularly in a conflict zone. If the data is 
too large and frequent, communications will be a 
bottleneck for most vehicular applications. There-
fore, the fog nodes in a vehicular fog computing 
system can alleviate such limitations by pre-pro-
cessing the collected data so that the data can be 
aggregated/filtered prior to uploading. This allows 
data volume and frequency to be reduced.

Storage: For conventional vehicular cloud 
computing architecture, almost all application 
data will be stored in the remote cloud servers. 
This may not be practical due to the changing 
nature of vehicular applications and collected 
data. For example, data and vehicular applica-
tions are increasingly becoming location-aware. 
Thus, the ability to access stored data in real time 
(e.g., data stored in decentralized location-aware 
fog nodes) will reduce the storage burden on the 
remote cloud servers.

A Potential Use Case: A Fog-Assisted 
Traffic Control System

We use a fog-assisted traffic control system as a 
use case to explain the vehicular fog computing 
architecture. A fog-assisted traffic management 
system is designed to deliver benefits such as 
reducing road traffic congestion and car acci-
dents. A typical implementation will consist of two 

subsystems: one responsible for the local area 
and one responsible for the global area (a.k.a city-
wide area).

Local Traffic Control Subsystem

The local traffic control subsystem is tasked with 
monitoring and managing traffic flow in a local 
area. A fog node’s communication range covers a 
region of the city and can involve several intersec-
tions, as shown in Fig. 2. If a smart vehicle is phys-
ically located within the communication range 
of a fog node, it can send and receive messages 
to and from the fog nodes. Specifically, when a 
smart vehicle drives into a region within the cov-
erage of a fog node, it will frequently report its 
current location, speed, weather conditions, and 
road conditions to the specific node until it leaves 
this region. 

Based on the data received from the smart 
vehicles, the local traffic control subsystem can 
perform the following. For example, in the first 
phase, the fog node will monitor and control the 
local traffic flow by scheduling the traffic light 
at each intersection for the smart vehicles in its 
region. An intelligent traffic light control algorithm 
(local) is implemented at the fog node. By using 
each vehicle’s reported data as the input, the 
fog node calculates the traffic information such 
as road segment occupancy, and then runs the 
intelligent traffic light control algorithm to avoid 
traffic build-up by managing the red and green 
phase proportion of each traffic light. This phase 
should be operated in real time and have low 
latency. When smart vehicles are being operated 
at high speed and are constantly on the move, the 

Figure 2. A fog-assisted traffic control system: an overview.
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response time for controlling the traffic flow will 
be significantly impacted by the traveling speed 
of these vehicles. It would not be useful to update 
traffic lights for vehicles leaving this intersec-
tion. During the second phase, the fog node will 
pre-process and aggregate these received data as 
the statistical traffic information, and report such 
information to the cloud servers. Concretely, the 
data reported to the cloud servers will not be the 
same as each vehicle’s data has a different data 
format (e.g., location and speed). Using a traffic 
data fusion algorithm, the fog node will integrate 
the received data as traffic volumes (e.g., num-
ber of vehicles, average speed of the vehicles, 
and average waiting time of the vehicles at each 
intersection) and then report the output of this 
algorithm to the cloud servers. 

Global Traffic Management Subsystem

The global traffic control subsystem is responsible 
for controlling and managing the traffic flow from 
a city-wide perspective. As shown in Fig. 2, the 
cloud servers are remote, gathering data sent by 
the fog nodes and performing (big) data analytics 
to mine the traffic information. Traffic controlling 
algorithms used in the cloud servers include an 
intelligent traffic light control algorithm (global) 
and a dynamic routing algorithm. 

The intelligent traffic light control algorithm 
in the cloud servers is more complicated com-
pared to that at the fog nodes. The algorithm in 
the cloud servers is intended to predict and adjust 
traffic control systems (e.g., traffic lights) by con-
sidering not only real-time traffic volume but also 
other relative information (e.g., historical traffic 
records, weather conditions, and road conditions). 
Thus, this is a more time-consuming exercise at 
the cloud server. However, the response time will 
not be a critical metric for this algorithm since 
the traffic volume of the whole city and weather 
conditions are unlikely to vary significantly over a 
short period. The mining results of this algorithm 
will be the optimal traffic light policies, and the 
cloud servers will distribute these policies as the 
feedback to all fog nodes in the city. Addition-
ally, the cloud servers can provide a navigation 
service for some smart vehicles to help control 
the traffic flow. A dynamic routing algorithm is 
also required. Using a participating smart vehicle’s 
current location and destination as the input, the 
algorithm will output the smart vehicle’s optimal 
route by predicting and simulating the traffic con-
ditions. 

A number of traffic management algorithms, 
which may be deployed in a fog-assisted traffic 
control system, have been proposed in recent 
years. These include the traffic scheduling algo-
rithms ITLC and ATL for controlling the traffic 
lights of an isolated traffic intersection and the 
entire road network [4], and a distributed real-
time routing algorithm to avoid traffic congestion 
[5].

Security and Forensic Challenges in 
Vehicular Fog Computing

Research in understanding and mitigating security 
risks in vehicular fog computing is still in its infan-
cy. Existing security research mainly focuses on 
the identification of potential attacks, threats, and 

vulnerabilities of fog-assisted vehicular applica-
tions. Generally speaking, attacks in vehicular fog 
computing can be categorized into passive and 
active attacks, and there are two kinds of attack-
ers: an external attacker and an insider. An exter-
nal attacker is not equipped with key materials in 
a vehicular fog computing system, while an insid-
er attack is one originating from compromised 
smart vehicles, fog nodes, or cloud nodes that 
hold the key materials. 

A passive attack does not destroy the func-
tionality of a vehicular fog computing system 
but attempts to disclose private information 
(e.g., eavesdropping). Passive attacks by an 
internal attacker are generally more damaging 
than those conducted by an external attacker, 
particularly in an adversarial setting, since the 
insider is more likely to be able to circumvent 
existing security controls. An active attack is 
an attempt to deliberately disrupt the opera-
tions of a vehicular fog computing system (e.g., 
distributed denial of service [DDoS] attacks, 
modifying data of smart vehicles or the decision 
data of fog nodes and cloud servers, and data 
exfiltration). An active attack is easy to detect 
as long it has an enormous impact on the sys-
tem. However, sometimes the attacker is prone 
to perform an inconspicuous attack (insider or 
outsider) during an ultra short period, which is 
hard to find.

Security and Forensic Requirements

A secure vehicular fog computing implementation 
should provide the following baseline security and 
forensic properties.

Confidentiality: Confidentiality ensures that 
any unauthorized access attempts to either data-
at-rest and data-in-transit in a vehicular fog com-
puting system will be detected and prevented. 

Integrity: Integrity ensures that any unautho-
rized attempts to modify data being transmitted 
or stored will be detected. In a vehicular fog com-
puting system, it is critical to meet the integrity 
requirement since unauthorized modification may 
result in serious and/or fatal consequences, espe-
cially in life-critical vehicular application contexts 
such as a traffic control system.

Authentication: Authentication ensures that 
any two communication entities are able to cor-
roborate the data in transmission.

Access control: Access control is designed to 
limit fog node access only to authorized entities 
(e.g., participating and non-compromised smart 
vehicles to gain access to the fog nodes for some 
subscribed services like navigation and entertain-
ment).

Non-repudiation: Non-repudiation ensures 
that any entity in the system is not able to deny a 
previous action (e.g., sending data).

Availability: Availability ensures that whenever 
a vehicular application attempts to access the fog 
nodes or cloud servers, they are always available.

Reliability: Reliability ensures that the data col-
lected from smart vehicles and fog nodes has not 
been modified or fabricated.

Forensics: Forensics ensures that the capability 
to identify, collect, and analyze data from smart 
vehicles, fog nodes, and the underlying infra-
structure for tracing and identifying the malicious 
sources. 

A number of traffic 

management algo-

rithms, which may be 

deployed in a fog-assist-

ed traffic control system, 

have been proposed 

in recent years. These 

include the traffic sched-

uling algorithms, ITLC 

and ATL, for controlling 

the traffic lights of an 

isolated traffic intersec-

tion and the entire road 

network [4], and a dis-

tributed real-time rout-

ing algorithm to avoid 

traffic congestion.

Authorized licensed use limited to: University of New Brunswick. Downloaded on March 02,2020 at 15:21:33 UTC from IEEE Xplore.  Restrictions apply. 



IEEE Communications Magazine • November 2017 109

In general, most of the above-mentioned 
security requirements can be achieved partly 
using cryptographic techniques. For example, 
fully homomorphic encryption primitives can be 
employed to achieve confidentiality and function-
ality at the same time. However, most security 
mechanisms only effectively defend against pas-
sive attacks, and there is no foolproof security 
solution. Once one or more fog nodes have been 
compromised [6], for example, to launch attacks 
within a fog-assisted traffic control system, more 
sophisticated security mechanisms will be neces-
sary to detect and deter such attacks.

An Example: A Compromise Attack on  
Fog-Assisted Traffic Control System

In a fog-assisted traffic control, fog nodes are 
regularly deployed at public roadsides without 
any physical isolation due to their location-aware 
nature. Hence, such nodes are more vulnerable 
to physical compromise attacks compared to 
cloud servers that are generally protected phys-
ically. With public access to fog nodes, attack-
ers can attempt a variety of attacks, such as false 
data injection, black/gray hole attack, and on-off 
attack. A node compromise attack can be broadly 
generalized into the following three stages:
•	 The attacker gains administrative access to a 

fog node by physically capturing and com-
promising the particular node.

•	 The attacker alters the functions of the com-
promised fog node and redeploys it back to 
the system.

•	 The attacker manages the compromised fog 
nodes and launches different attacks to dis-
rupt the process of traffic control.
Two types of attackers are considered after 

the fog nodes are compromised. Specifically, an 
attacker who seeks to degrade the performance 
of the system (hereafter referred to as an evil 
attacker) and an attacker who seeks to benefit 
himself/herself in the system (i.e., a selfish attack-
er). Specifically, the evil attacker will minimize the 
road traffic network’s utility to maximize the total 
travel time in this network (i.e., average travel 
time increases). Suppose that T’ denotes the total 
travel time computed from a traffic model for the 
attacked network, while T is the total travel time 
computed from the same traffic model for a nor-
mal network. The goal of this attacker is to find 
the maximum T’ – T using the compromised fog 
nodes. In contrast, the selfish attacker will maxi-
mize his/her own interests by changing the traf-
fic flow of the network. That is, the attacker will 
minimize travel time between locations A and B 
by amending the strategies of compromised fog 
nodes since he/she would likely travel from A to 
B. Let TA,B denote the travel time computed from 
a traffic model for the target network, while TA,B 
is the travel time computed from the same traffic 
model for the normal network. The purpose of 
this attacker is to locate the maximum TA,B – TA,B.

However, in comparison to the evil attackers, 
selfish attackers are more difficult to detect as 
attack time may be extremely short, and the com-
promised fog node is most likely to behave nor-
mally outside the attack. In addition, in an attack 
performed by a selfish attacker, modifications to 
the system are likely to be minimal (e.g., only suffi-
cient to reduce the waiting time at an intersection 

the attacker is approaching). For fog-assisted traf-
fic control, traffic light control in each intersection 
is determined by the fog node itself, and a minor 
modification in the traffic light’s strategy will not 
result in a significant influence or impact on the 
entire system. Thus, we introduce two security 
mechanisms as potential countermeasures for self-
ish attackers. 

Potential Countermeasures for Selfish Attacks

To deal with selfish attackers, it is important to 
identify and detect compromised fog nodes in 
the system. It is not practical to physically check 
all the fog nodes deployed in the system (e.g., 
the state of Texas) for compromise, and real-time 
detection is not realistic. We also need to ensure 
that the security solutions do not significantly 
impact functionality and performance. Hence, we 
posit the use of an evidence-based digital forensic 
approach and a traffic-based analysis approach 
based on real-time and historical traffic data.

Evidence-based digital forensic approach: A 
potentially effective way to locate compromised 
fog nodes is to forensically analyze artifacts from 
smart vehicles and fog nodes that have been or 
are believed to be compromised. For example, 
smart vehicles can directly communicate with 
the fog node and make judgments based on the 
behavior of each fog node. If any smart vehicle 
or fog node flags another node or vehicle as 
suspicious or exhibits abnormal behavior (e.g., 
an usually short/long waiting time at a particular 
intersection), a forensic investigation into these 
vehicles or nodes can be conducted. Based on the 
findings of the forensic investigation, the vehicles 
may be restricted from further interacting with the 
system or the nodes replaced. Depending on the 
findings and the context, we could monitor the 
behavior of the vehicle or node before making 
the final determination (e.g., compromised, mali-
cious, or false alarm). To generate evidence, an 
authentication mechanism is needed between the 
smart vehicles and the fog nodes, and each fog 
node needs to periodically broadcast its digitally 
signed identity/signature that can be verified by 
the smart vehicles. 

To investigate the utility of this approach, we 
simulate the traffic condition based on SUMO 
[7] and OpenStreetMap [8]. As shown in Fig. 3a, 
we choose two random junctions (one is com-
promised and the other is normal) in the city of 
Waterloo, Canada. We then generate different 
traffic rates (i.e., 1 vehicle/s, 1 vehicle/5 s, and 
1 vehicle/30 s). The routes for these smart vehi-
cles are created randomly during one hour. When 
smart vehicles pass through a junction, they have 
a probability pd to accurately identify a compro-
mised fog node and a probability pe to mistaken-
ly regard a normal fog node as a compromised 
one. Formally, the probability 1 – pd indicates the 
false negative rate, while the probability pe indi-
cates the false positive rate. We define pd as 0.8, 
0.4, and 0.2 and pe as 0.1, 0.2, and 0.4, and the 
numerical results of the simulation are shown in 
Fig. 3b. The number of reports from the compro-
mised fog node is slightly more than that of those 
of the normal fog node. Since the smart vehicles’ 
diverse abilities (low pd or high pe) make a lot of 
“noises,” it is a challenge to identify the compro-
mised fog node from the received reports. 
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Therefore, a reputation system needs to be 
in place to prevent “badmouthing” attacks from 
colluding smart vehicles. Finally, the suspicious 
vehicles or fog nodes should be manually exam-
ined to confirm the abnormal behaviors from the 
smart vehicles, and the reputation of smart vehi-
cles should be updated based on the feedback. 

Traffic-based analysis approach: Another pos-
sible practical approach is based on big data ana-
lytics and deep learning algorithms. The cloud 
servers have access to historical/archival traffic 
data reported by each fog node. No matter how 
sophisticated an attacker is, data from compro-
mised fog nodes will display/have some (minor) 
different behavior and characteristics than data 
from normal nodes. For example, as long as nor-
mal fog nodes are deployed around the compro-
mised ones, which modify the traffic lights without 
considering logical traffic flow, the traffic flow at 
the normal fog nodes will be irregular to some 
extent. The association between the fog nodes 
can also be mined to identify the compromised 
fog nodes based on the real-time traffic flow 
changes. A simple example is the traffic predic-
tion model. The current traffic data is utilized to 
forecast the future traffic flow, which is compared 
to the real traffic flow at that time to locate fog 
nodes that may be compromised. In addition, the 
historical traffic data can also be a baseline ref-
erence to identify compromised fog nodes. The 
relationship between the present traffic flow and 
the historical traffic flow can also help to distin-
guish abnormal traffic data and then can be deep-
ly mined to identify compromised fog nodes. That 
is, the traffic features extracted from the statistical 
traffic information, such as the average velocity 
and number of vehicles in a junction, can be ana-
lyzed using data clustering (e.g., K-means and out-
lier detection) and classification methods (e.g., 
naive Bayes and support vector machine). 

In summary, a node compromise attack is like-
ly to be mitigated by an evidence-based digital 
forensic approach and/or a traffic-based analysis 
approach based on real-time and historical traf-
fic data. Specifically, in the case of established 

authentication schemes, certificate-based and 
identity-based encryption/signatures can easi-
ly be applied and implemented, despite having 
limitations such as authentication efficiency and 
revocation costs [9]. In terms of efficiency, the 
group authentication scheme in [10] is a poten-
tial solution, but the use of such a scheme may 
complicate forensic investigations. A recently pro-
posed reputation-based system [11] for vehicular 
networks, based on the Dirichlet distribution, can 
potentially be extended to help detect malicious 
vehicles and compromised fog nodes. One could 
also combine reputation-based systems and truth 
discovery approaches, such as majority voting 
and weighted averaging, for enhanced accuracy. 
Although there are a number of traffic monitor-
ing and prediction systems in the literature (e.g., 
[12]), how to detect the abnormal traffic flow and 
finally detect the compromised fog nodes based 
on a large volume of traffic data still remains a 
research and an operational challenge.

Conclusion
In this article, we present an architecture for 
vehicular fog computing, and discuss the poten-
tial benefits, security, and forensic challenges and 
mitigation strategies using the fog-assisted traffic 
control system as a use case. 

To keep pace with technological advances and 
the changing nature and needs of our society, 
there are a number of research opportunities in 
this space. One such challenge is to effectively 
strike a balance between functionality, securi-
ty, and privacy in specific vehicular application 
contexts (e.g., data privacy [13] and location pri-
vacy [14]). Extending the work of Ab Rahman, 
Glisson, Yang, and Choo [15]}, how to best inte-
grate forensics techniques and best practices into 
the design and development of a vehicular fog 
computing system so that it is forensically ready/
friendly is another potential research topic. Hav-
ing a forensically ready/friendly vehicular fog 
computing system will allow the real-time identifi-
cation, collection, and analysis of data that can be 
used to inform mitigation strategies.

Figure 3. Simulation of evidence-based digital forensic approach: a) Waterloo map downloaded from OpenStreetMap; b) numerical 
results of simulation based on different settings.
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