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Abstract—In satellite-based Internet of Things (S-IoT) system, the timely status updating of terrestrial sensing user equipments (UEs) to satellite could be hampered by the long propagation delay, especially in massive machine type communications (mMTC). To guarantee the information freshness in S-IoT, a new performance indicator called age of information (AoI) is exploited to analyze the average AoI (AAoI) in the overload case of mMTC, and a grant free age-optimal (GFAO) random access protocol is proposed to lower the AAoI. Specifically, the closed-form expression of AAoI is derived by tracing the instantaneous AoI evolution of each UE through Markov analysis. Then, the proposed GFAO random access protocol is proved to achieve a minimum AAoI and a maximum throughput in S-IoT, by adjusting the number of access time slots in each transmission frame in the overload case of mMTC. Extensive simulations are conducted to validate the theoretical analysis, and show that there exists different optimal value of access time slots in system load region from 0.2 to 3, which can minimize AAoI and maximum throughput in the proposed GFAO random access protocol.

Index Terms—Satellite-based Internet of Things, grant free random access, age of information, Markov analysis, status update.

I. INTRODUCTION

In the upcoming of Internet of Everything, the ability for broadband multiple access anywhere and anytime is urgently needed by lots of application domains, such as smart agriculture, intelligent manufacturing, smart grid and airplane entertainment [1]. Due to the dramatic increasing of the IoT devices, the massive machine type communications (mMTC) may induce traffic jamming and decline on quality of services (QoS), the design of a pragmatic random access protocol is decisive. However, the existing terrestrial networks are unlikely to fully support these communication scenarios due to the extreme topographies or the cost of deploying the terrestrial stations in a rural environment. Considering the ubiquitous coverage inherited from the satellites, Internet of Things (IoT) over satellite, referred to as satellite-based IoT (S-IoT), has become an attractive system architecture to provide a cost-efficient solution [2].

Moreover, the next generation of millimeter wave (mmWave) band high-throughput satellite (HTS) is viewed as a promising solution for the S-IoT, which has the capability of providing broadband access and agile deployment for the above mentioned massive access services [3], [4]. Besides, massive user equipments (UEs) are settled for the above mentioned applications, which keep constant surveillance, sensing and updating the status information to HTS [5], and the timeliness of the massive access data updates to HTS is also of paramount importance, since the obsolete information may lead to unpredictable or even disaster result. A simple example is that a set of sensors in the environment monitoring system to detect the disastrous phenomena, such as forest fires and earthquakes, which should feedback to the control center for effective reaction as soon as possible [6], [7]. However, the geosynchronous orbit (GEO) HTS may lead to a 500 ms round trip time, and the low earth orbit (LEO) HTS has a lower propagation delay as about 4 to 10 ms but implies the Doppler shifts [8]. Consider the long propagation delay caused by huge distances in S-IoT [9], it is an open challenging to devise a practical random access protocol that can realize the massive connectivity of UEs over the shadowed-Rician fading channel in S-IoT, and guarantee the information freshness simultaneously [10].

A. Motivations and Related Works

The conventional indicators such as delay or throughput are insufficient to characterize the timeliness of the status updates and information freshness. To quantitatively depict the timeliness and freshness, a new performance indicator called age of information (AoI) is proposed in [11] and [12], and the definition of AoI is the elapsed time since the latest resolved status update generated by UE. Some related works have focused on the AoI in multiple access [13]–[15], [17], [18]. Minimizing the AoI through the grant-based UEs access scheduling has been analyzed in [13], [14]. The authors in [15] study the AoI of the carrier sense multiple access (CSMA) scheme. The AoI of UE side and related optimization in slotted Aloha random access schemes are considered in [17], [18]. However, there is still lack of work on the joint design of AoI and mMTC in S-IoT system.

The practical implementation of massive access wireless communication is one of the open challenges in the upcoming
The most widely used grant free random access protocols in satellite communications are Aloha protocols, and many ameliorated versions of Aloha protocols are proposed to improve the system performance [26], [27], which can partially alleviate the conflict of massive access [28]. A coded slotted Aloha (CSA) scheme for non-collaborative random access is proposed in [29], where the bipartite graph with the erasure coding is utilized for the asymptotical analysis. Further, the frameless Aloha protocol for time-varying channels is introduced in [30] by leveraging on rateless coding, where the theoretical performance analysis and sub-optimal solution between the access failure probability (AFP) and activate probability of UEs are presented under limited access time slots.

Although the above grant free random access can partially alleviate the pilot collision in massive access, the available pilot sequences cannot satisfy the explosive growth of IoT UEs, and the pilot collision becomes the bottleneck in massive access. To alleviate this issue, some relevant works have increased the access time slots to provide secondary access opportunity for collision UEs. A strongest-user collision resolution (SUCR) random access protocol is proposed in [31], where the access point (AP) allows the strongest UE to perform the second access. Moreover, the extension versions named SUCR combined idle pilots access (SUCR-IPA) and SUCR combined graph-based pilots access (SUCR-GBP) are proposed in [32], [33]. In SUCR-IPA, the strongest UE is performed as the same in the SUCR, and if the collision UE in the first access can pass an access class barring (ACB) check, they can contend for the idle pilots to perform the second access. The steps of SUCR-GBP are similarly to SUCR-IPA, but the data payload is transmitted in the pilot repeating and reselecting phase rather than after the pilots allocating phase. However, the SUCR and its improved versions still could not completely solve the congestion problem from a massive number of burst UEs transmission. Since the idle pilots is significant declining in an overload case, the AFP that an activated UE fails to access to HTS would increase as well as the system load (i.e., ratio of the number of activated UEs to that of available pilot sequences) in SUCR, which leads to the increasing of AoI. It is worth noting that the characteristics of delay tolerant but reliability-critical in typical space communications, and a tradeoff between the minimum average AoI (AAoI) and an optimal value of access time slots under the restricted pilots can be achieved.

B. Contributions

The main contributions in this paper are concluded as follows.

1) Grant Free Age-Optimal Random Access Protocol: We design a grant free age-optimal (GFAO) random access protocol to lower the AAoI for the timeliness services in S-IoT, where each activated UE randomly selects a pilot, and transmits it along with its data payload to a HTS in the first access time slot. Then, the collision UEs can independently retransmit their data payloads after randomly reselecting a pilot in subsequent access time slots. We show that our GFAO random access protocol can achieve lower AAoI and higher throughput by adjusting the number of access time slots in each transmission frame.

2) Markovain Analysis for GFAO Random Access Protocol: We first analyze the instantaneous AoI evolution via Markovain analysis, and obtain the relationship between the AAoI and number of UEs, activated probability and available resources (i.e., number of the available pilot sequences and access time slots). Then, the closed-form expressions of AAoI for the proposed GFAO random access protocol are derived. Moreover, we derive the expressions of AFP and throughput, and analyze the relationship between throughput and AAoI.

3) Parameters Optimization and Validation of GFAO Protocol: We prove that there exists an optimal number of access time slots to achieve minimum AAoI and maximum throughput under any given system load as shown in Fig. 8 and Fig. 9, respectively. Furthermore, extensive simulations are conducted to validate our theoretical derivations, and also show that our GFAO protocol outperforms the related state-of-the-art schemes by optimizing the access time slots to the system load to simultaneously enable the high throughput and low AAoI.

The rest of this paper is presented as follows. Section II exhibits system model and the principles of the GFAO random access protocol. Section III describes the Markovain analysis for the proposed GFAO random access protocol. The parametrical analysis for GFAO random access protocol is depicted in section IV. Section V shows the simulation results and Section VI exhibits the conclusion.

II. System Model and GFAO Random Access Protocol

A. System Model

Our GFAO random access protocol for a time-critical mMTC S-IoT system is depicted in Fig. 1, where $K$ UEs update their status to a HTS. Let $P = \{P_1, P_2, \cdots, P_\tau\}$ denote a predetermined pilot set, which has $\tau$ available pilot sequences with the same length. Assume that each access frame is divided
into $N$ equal length access time slots, and each access time slot can update one status packet (i.e., a selected pilot and update data payload). Note that one access time slot is consisted of the packet transmission delay, processing delay at HTS and UE, and propagation delay [34]. Considering that the altitude of LEO HTS is 765 km in this paper, thus the two-way propagation delay is 5.1 ms, and we assume that transmission delay takes 1 ms since the short packet transmissions are dominated in mMTC [35]. Moreover, the processing delay are negligible compare to the long propagation delay. Thus, the length of one access time slot is set as 7.1 ms [36]. Note that a contention timer in satellite link can be set up to 50 length of one access time slot is set as 7.1 ms [36]. Note that the relative high altitude of LEO HTS, the Doppler shifts in the LoS component $\xi^{\text{los}}(t)$ are identical for diversity propagation paths of UEs [43]. Moreover, we assume the terrestrial UEs are quasi-static, and $(j\eta^{sca}(t))$ in the scattering component is the stationary random phase process with uniform distribution over $[0, 2\pi)$.

Therefore, the Doppler effects in our system can be modeled as a constant multiplicator factor. In addition, the bandwidth of mmWave band LEO HTS is about 800 MHz to 2 GHz, a guard band that double than the Doppler shifts is utilized to relieve the influence of Doppler shifts on the system [44]. Besides, the amplitudes of scattering and LoS components are following Rayleigh and Nakagami-$m$ distributions, respectively, and the probability density functions (PDFs) are as follows

$$f_{SR}(p) = \left(\frac{2b}{2b + \Omega}\right)^i \frac{1}{\Omega} \exp\left(-\frac{p}{2b \Omega}\right) I_1\left(\eta^c, \frac{1}{2b \Omega} \cdot \frac{1}{\Omega} \right),$$

where $\Omega$, $\eta^c$, and $I_1(., .)$ represents average power of the scattering and LoS components, respectively, $i$ is the Nakagami-$m$ parameter, and $\exp(., .)$ the confluent hypergeometric function.

**B. Procedure of GFAO Random Access Protocol**

Fig. 2 illustrates the procedure of the proposed GFAO random access protocol, and four steps are executed for the GFAO random access protocol. Prior to the four steps, a control signal is broadcasted from the HTS to all UEs for estimating the average channel gain, and allowing each UE to synchronize with the HTS for the following grant free random access.

**Step 1** Let $K_a (K_a \leq K)$ denote the number of activated UEs in a transmission frame, in the first access time slot, a pilot is randomly selected by each of $K_a$ UEs from the predetermined pilot set $P$, and sent to the HTS followed by the metadata (e.g., the selected pilot index, timestamp of the status

\[ \xi_i(t) = \xi_i^{\text{sca}}(t) \exp(j\eta_i^{\text{los}}(t)) + \xi_i^{\text{los}}(t) \exp(j\eta_i^{\text{los}}(t)), \]

where $\xi_i^{\text{sca}}(t) \exp(j\eta_i^{\text{los}}(t))$ represents the scattering component, and $\xi_i^{\text{los}}(t) \exp(j\eta_i^{\text{los}}(t))$ is the light-of-sight (LoS) component between $U_i$ and HTS.

Note that the channel from UEs to HTS is modeled as the widely-used shadowed-Rician fading channel in this paper [42]. Specially, the channel gain $\xi$ from $U_i$ to HTS is given by

\[ p_{\xi^{\text{sca}}} (a) = \frac{a}{b} \exp\left(-\frac{a^2}{2b}\right), \quad a \geq 0, \]

\[ p_{\xi^{\text{los}}} (z) = \frac{\Gamma(a, b z^2)}{\Gamma(a, b)} z^{z-1} \exp\left(-\frac{z^2}{2}\right), \quad z \geq 0, \]

**TABLE I**

<table>
<thead>
<tr>
<th>Acronyms</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>S-IoT</td>
<td>Satellite-based IoT</td>
</tr>
<tr>
<td>UEs</td>
<td>User Equipments</td>
</tr>
<tr>
<td>mMTC</td>
<td>massive Machine Type Communication</td>
</tr>
<tr>
<td>AoI</td>
<td>Age of Information</td>
</tr>
<tr>
<td>A AoI</td>
<td>Average AoI</td>
</tr>
<tr>
<td>GFAO</td>
<td>Grant Free Age-Optimal</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Services</td>
</tr>
<tr>
<td>HTS</td>
<td>High Throughput Satellite</td>
</tr>
<tr>
<td>LEO</td>
<td>Low Earth Orbit</td>
</tr>
<tr>
<td>GEO</td>
<td>Geosynchronous Earth Orbit</td>
</tr>
<tr>
<td>CSMA</td>
<td>Carrier Sense Multiple Access</td>
</tr>
<tr>
<td>CSA</td>
<td>Coded Slotted Aloha</td>
</tr>
<tr>
<td>SUCR</td>
<td>Strongest User Collision Resolution</td>
</tr>
<tr>
<td>SUCR-IPA</td>
<td>SUCR combined Idle Pilots Access</td>
</tr>
<tr>
<td>SUCR-GBPA</td>
<td>SUCR combined Graph-Based Pilots Access</td>
</tr>
<tr>
<td>AP</td>
<td>Access Point</td>
</tr>
<tr>
<td>AFP</td>
<td>Access Failure Probability</td>
</tr>
<tr>
<td>SIC</td>
<td>Successive Interference Cancellation</td>
</tr>
</tbody>
</table>
packet, etc.) and data payload together. It is worth noting that the probability that each UE chooses a certain pilot is equal to \( \frac{1}{\lambda} \), and if more than one UEs choose a same pilot would incur the pilot collision.

**Step 2** The HTS first estimates the received pilots in the first access time slot, then it utilizes the channel response to identify the pilot collision and perform decoding procedure. Specifically, in the first access time slot, the HTS identifies the state of a pilot sequence by exploiting received signal power along with statistical channel information [40], where the detail analysis is provided in the following Section II.C. There are three states for each pilot sequence:

Case 1: If a pilot is not selected by any UE, then the pilot is called idle pilot;

Case 2: If a pilot is selected by only one UE, then the pilot is called singleton pilot, and the HTS immediately identifies the status packets with the singleton pilots and decodes them at the end of the current transmission frame;

Case 3: If a pilot is selected by more than one UEs, then the pilot is named collision pilot.

We define \( R \) as the reselection pilot set, which consists both of idle pilots and collision pilots. In the end of the first access time slot, HTS broadcasts a feedback of \( N \) and \( R \) to the UEs.

**Step 3** According to the feedback \( R \) and \( N \), each UE can detect independently they are in collision at the first access time slot or not, where the UEs select a singleton pilot will not perform access in the rest of \( N - 1 \) multi-slot. Then, each collision UE chooses a random pilot sequence from \( R \) in each of subsequent \( N - 1 \) multi-slot, and directly sends it with their meta data and data payload to the HTS, where the HTS will not feedback until the end of the last access time slot.

**Step 4** Similar to the Step 2, the HTS estimates the received pilot in each \( N - 1 \) access time slot, and identifies the singleton pilot and caches the collision UEs for the later decoding. At the end of the \( N \)-th access time slot, the HTS immediately recovers the status packets with the singleton pilot in the transmission frame. If the HTS still has collision UEs in its buffer, the HTS performs successive interference cancellation (SIC) to recover the collision UEs via the recovered singleton UEs [41].

To facilitate the analysis, we assume that there are six activated UEs denoted by \( U = \{ U_1, U_2, ..., U_6 \} \) and four available pilot sequences denoted by \( P = \{ P_1, P_2, ..., P_4 \} \) as shown in Fig. 3, and there are three access time slots in this transmission frame and each UE has an orthogonal codebook to encode their status packets [19]. In the first access time slot, only \( U_1 \) chooses a singleton pilot \( P_1 \), and \( P_2, P_4 \) are collision pilots which are selected by \( \{ U_2, U_3, U_4 \} \) and \( \{ U_5, U_6 \} \), respectively, and \( P_3 \) is idle pilot. Thus, the reselection pilot set \( R = \{ P_2, P_3, P_4 \} \). After receiving the feedback and the reselection pilot set \( R \), \( U_1 \) will keep silent, and each of the collided UEs \( \{ U_2, U_3, ..., U_6 \} \) reselects a pilot from \( R \) at random and performs access in the next two access time slots. Since there is no prior knowledge of random activity and pilot selections of \( K \) UEs for the HTS, the HTS needs to identify the pilot contamination via the statistic channel information and their codebooks, then it performs the iterative SIC, which is described in detail as follows.

Firstly, the HTS recovers the status packets with singleton pilots in the three access time slots, i.e., \( P_1 \) chosen by \( U_1 \) in the first access time slot, \( P_2 \) chosen by \( U_3 \) in the second access time slot and \( P_2 \) chosen by \( U_6 \) in the third access time slot. Secondly, the HTS removes all the copies of the status packets of \( U_3 \) and \( U_6 \) in the transmission frame, and \( P_3 \) chosen by \( U_5 \) in the first access time slot, \( P_4 \) chosen by \( U_5 \) in the second access time slot and \( P_4 \) chosen by \( U_2 \) in the third access time slot become singleton pilots. Then, the HTS recovers the status packets of \( U_5 \) and \( U_2 \), and removes all the copies of the status packets of \( U_5 \) and \( U_2 \) in the transmission frame. Thus, pilots chosen by \( U_4 \) in each access time slot become singleton pilots, and the status packet of \( U_4 \) can be recovered. Finally, the HTS broadcasts a feedback of the decoding states to all activated UEs.

### C. Total Interfering Power in GFAO Random Access Protocol

Since the signal power of the collision pilots hinders the decoding process of singleton UEs, we need to analyze the distribution of total number of collision UEs and their total interfering power in a transmission frame. Thus, the expressions for total number of collision UEs in the first access time slot and total interfering power in the GFAO random access system are derived in the following.

In each transmission frame, since each UE activates independently with a certain probability \( \lambda \), we assume that the distribution of the number of activated UEs in a transmission frame is Poisson distribution. Recall that the number of pilots in \( P \) is \( \tau \), let \( \gamma = E[K_a] \) represent the average number of activated UEs. The probability that an activated UE fails to access in

---

**Fig. 2.** The procedure of the proposed GFAO random access protocol.

**Fig. 3.** An example of multi-slot accessing procedure in GFAO random access protocol.
the first access time slot is denoted by \( \eta = 1 - \exp(-\gamma/\tau) \). Thus, the average number of collision UEs in a same pilot satisfies a Poisson distribution with parameter \( \gamma/\tau \).

We denote \( \Theta_s \) as the event that there exist \( s \) singleton pilots in the first access time slot of a transmission frame, i.e., there exist \( s \) singleton UEs with different pilots from \( \mathcal{P} \), which means that there are \( \tau - s \) pilots in reselection pilot set \( \mathcal{R} \). For clearer analysis, let \( H_{\tau-s} \) denote the event that the number of UEs in each of these reselection pilots is not 1, and \( \Phi_s \) denotes the event that there are \( \nu \) collision UEs in all collision pilots. Thus, the conditional probability we need to derive is \( \Pr (\Phi_s | H_{\tau-s}) \). Moreover, we can express the conditional probability as piecewise functions. When \( \nu = 0 \), the result of \( \Pr (\Phi_0 | H_{\tau-s}) \) can be directly obtained based on the exponential function of the Poisson distribution as follows:

\[
\Pr (\Phi_0 | H_{\tau-s}) = \left( \frac{\exp\left(-\frac{\gamma}{\tau}\right)}{\Pr (\Theta_1)} \right)^{\tau-s},
\]

where \( \Pr (\Theta_1) = 1 - \left( \frac{\gamma}{\tau} \right) \exp\left(-\frac{\gamma}{\tau}\right) \). When \( \nu = 1 \), i.e., in \( \tau - s \) reselection pilots the total number of UEs is 1, which is an impossible event, thus

\[
\Pr (\Phi_1 | H_{\tau-s}) = 0.
\]

When \( \nu \geq 2, \tau - s = 1 \), i.e., the total number of UEs in one of reselection pilots is \( \nu \), which can be directly computed by Poisson distribution as follows:

\[
\Pr (\Phi_\nu | H_1) = \left( \frac{\gamma}{\tau} \right)^{\nu} \exp\left(-\frac{\gamma}{\tau}\right),
\]

In general circumstance, i.e., \( \nu \geq 2 \) and \( \tau - s \geq 2 \), the conditional probability \( \Pr (\Phi_\nu | H_{\tau-s}) \) can be derived by exploiting the recursion formula, thus we can obtain the expression as follows:

\[
\Pr (\Phi_\nu | H_{\tau-s}) = \frac{\Pr (H_{\tau-s} | \Phi_\nu) \Pr_{\tau-s} (\Phi_\nu)}{\Pr (H_{\tau-s})} = \left( 1 - \Pr (H_{\tau-s} | \Phi_\nu) \right) \frac{\Pr_{\tau-s} (\Phi_\nu)}{\Pr (H_{\tau-s})},
\]

where \( H_{\tau-s} \) represents the event that there exists a pilot in \( \mathcal{R} \) in which the number of UEs is 1, which is the inverse event of \( H_{\tau-s} \).

By replacing the event \( H_{\tau-s} \) into event \( \Theta_s \), the corresponding piecewise functions are given as Eq. (8) at the top of next page, where \( \Pr (\Theta_s), \Pr_s (\Phi_\nu) \) and \( \Pr (\Theta_1) = 1 - \Pr (\Theta_1) \) are given by

\[
\begin{align*}
\Pr (\Theta_s) &= \left( 1 - \frac{\nu}{\tau} \exp\left(-\frac{\gamma}{\tau}\right) \right)^s, \\
\Pr_s (\Phi_\nu) &= \left( \frac{(\tau-s)^s}{\nu} \right) \exp\left(-\frac{(\tau-s)^s}{\nu} \right), \\
\Pr (\Theta_1) &= \frac{\nu}{\tau} \exp\left(-\frac{\nu}{\tau} \right),
\end{align*}
\]

where \( \sigma = \min(\tau-s, \nu) \) and \( \Pr (\Phi_{\nu-1}, \Theta_{s-1}) = \Pr (\Phi_{\nu-1} | \Theta_{s-1}) \Pr (\Theta_{s-1}) \).

The total number of collision UEs and the distribution of received power can be exploited to calculate the total interfering power. Hence, under the shadowed-Rician fading channel, the distribution of total interfering power \( g(I|\Theta_s) \) can be derived as follows,

\[
g (I|\Theta_s) = \sum_{\nu=0}^{\infty} f_{s R} (I) \underbrace{f_{s R} (I) \times \Pr (\Phi_\nu | \Theta_s)}_{\nu-1},
\]

where \( \nu-1 \) denotes \( \nu - 1 \) times convolution.

We choose the parameters in [42] as \( b = 0.251, t = 5.21, \Omega = 0.278, \) the transmit distance between UEs and HTS is 765 km, the transmit power is 100 W, the transmit frequency is 30 GHz, and the bandwidth and thermal noise density are 200 MHz and -174 dBm/Hz, respectively, and the Monte Carlo simulations are shown in Fig. 4 and Fig. 5, which validate the accuracy of the derived expressions that agree well with the simulation results under different parameters.

Fig. 4 shows the relationship between collision probability \( \eta \) and total number of collision UEs \( \nu \). It can be observed that \( \eta \) is fluctuating over \( \nu \). Specifically, the collision probability \( \eta \) is decreasing when \( \nu \) is odd, and is increasing when \( \nu \) is even, since the probability of a collision pilot chosen by two UEs simultaneously (i.e., \( \Pr (\Phi_2 | \Theta_{s-1}) \)) is higher than that of a collision pilot chosen by three UEs simultaneously (i.e., \( \Pr (\Phi_3 | \Theta_{s-1}) \)). Besides, the probability of \( \nu = 4 \) (i.e., \( 2 \Pr (\Phi_2 | \Theta_{s-2}) + \Pr (\Phi_4 | \Theta_{s-1}) \)), which means two collision pilots are selected by four UEs (i.e., every two UEs choose one of the two collision pilots) or one pilot is selected by four UEs simultaneously, is higher than that of \( \nu = 3 \).
The PDF of total interfering power for different $\eta$ is shown in Fig. 5. It can be observed that the peak values of these PDF are increasing with $\eta$, and the total interfering power are mostly lower than a quite small value -60 dBW as shown in Fig. 5. Therefore, we can assume that the SIC decoding process of singleton UEs is not affected by the interfering power in our paper.

### III. Analysis of AoI for GFAO Random Access Protocol

We present the analysis of the AAoI of each UE for the GFAO random access protocol in this section. First, we define the fundamental notations of AoI for the following analysis, and model the evolution of instantaneous AoI for an individual UE by exploiting the Markov analysis. Then, we derive the expressions of the AAoI and further analyze the relationship of AAoI to the system throughput.

#### A. Fundamental Notations of AoI

Recall that the AoI is the elapsed time since the latest status update packet is generated at the UE until it is resolved by the HTS. Let $t = 0, 1, 2, 3...$ denote the time, which is normalized to one access time slot. We define $G_i(t)$ as the timestamp of the latest status packet generated from the $i$-th UE as of time $t$. Thus, the instantaneous AoI of the $i$-th UE observed by itself is given by

$$\delta_i(t) = t - G_i(t). \quad (11)$$

If the $i$-th UE sends a status update to the HTS, $\delta_i(t)$ grows linearly over $t$. Besides, $\delta_i(t)$ drops to zero if the packet successfully accesses to the HTS or the transmission frame is finished, as the UE discards the status packet at the end of each transmission frame whether it successfully accesses to the HTS or not.

We denote the instantaneous AoI of the $i$-th UE observed by the HTS as $\Delta_i(t)$. Note that if a packet is resolved, the HTS updates the state of the $i$-th UE, and $\Delta_i(t)$ drops to the gap between the generation time of the resolved packet and the current time. Let $\Delta^i$ denote the AAoI of the $i$-th UE at the HTS, according to the aforementioned features, the definition of $\Delta^i$ can be given by

$$\Delta^i = \lim_{t \to \infty} \frac{1}{t} \sum_{0}^{t} \Delta_i(t). \quad (12)$$

The PDF of total interfering power for different $\eta$ is shown in Fig. 5. It can be observed that the peak values of these PDF are increasing with $\eta$, and the total interfering power are mostly lower than a quite small value -60 dBW as shown in Fig. 5. Therefore, we can assume that the SIC decoding process of singleton UEs is not affected by the interfering power in our paper.

### III. Analysis of AoI for GFAO Random Access Protocol

We present the analysis of the AAoI of each UE for the GFAO random access protocol in this section. First, we define the fundamental notations of AoI for the following analysis, and model the evolution of instantaneous AoI for an individual UE by exploiting the Markov analysis. Then, we derive the expressions of the AAoI and further analyze the relationship of AAoI to the system throughput.

#### A. Fundamental Notations of AoI

Recall that the AoI is the elapsed time since the latest status update packet is generated at the UE until it is resolved by the HTS. Let $t = 0, 1, 2, 3...$ denote the time, which is normalized to one access time slot. We define $G_i(t)$ as the timestamp of the latest status packet generated from the $i$-th UE as of time $t$. Thus, the instantaneous AoI of the $i$-th UE observed by itself is given by

$$\delta_i(t) = t - G_i(t). \quad (11)$$

If the $i$-th UE sends a status update to the HTS, $\delta_i(t)$ grows linearly over $t$. Besides, $\delta_i(t)$ drops to zero if the packet successfully accesses to the HTS or the transmission frame is finished, as the UE discards the status packet at the end of each transmission frame whether it successfully accesses to the HTS or not.

We denote the instantaneous AoI of the $i$-th UE observed by the HTS as $\Delta_i(t)$. Note that if a packet is resolved, the HTS updates the state of the $i$-th UE, and $\Delta_i(t)$ drops to the gap between the generation time of the resolved packet and the current time. Let $\Delta^i$ denote the AAoI of the $i$-th UE at the HTS, according to the aforementioned features, the definition of $\Delta^i$ can be given by

$$\Delta^i = \lim_{t \to \infty} \frac{1}{t} \sum_{0}^{t} \Delta_i(t). \quad (12)$$

Also, the operation of each UE is independent identically distributed (i.i.d.) in the random access system, the system AAoI can be defined as

$$\Delta = \frac{1}{K} \sum_{i=1}^{K} \Delta^i, \quad (13)$$

and we can estimate $\Delta$ by exploiting $\Delta^i$.

#### B. Derivation of System AAoI in GFAO Random Access Protocol

We analyze the AAoI of single UE to model the AAoI of the GFAO random access protocol in this subsection, and the related notations are summarized in Table II. In our GFAO random access protocol, the index of transmission frames are denoted by $\chi = 1, 2, 3, ..., \chi$, and for the $i$-th UE, there exist four different cases in the $\chi$-th transmission frame as follows.

- **Case I**: The $i$-th UE is activated and selects a singleton pilot at the first access time slot in the $\chi$-th transmission frame;
- **Case II**: The $i$-th UE is activated and selects a collision pilot and its packet transmitted during the $\chi$-th transmission frame is resolved by the HTS via the iterative SIC;
- **Case III**: The $i$-th UE is activated and selects a collision pilot, but the packet is failed to be resolved by the HTS;
- **Case IV**: The $i$-th UE is not activated at the $\chi$-th transmission frame.

Then, we define $S^\chi_i$ as the service time of the $i$-th UE in the $\chi$-th transmission frame, i.e., the gap between the generation time to the reception time of the packet. Thus, we have $S^\chi_i = 1$ in case I, $S^\chi_i = \chi - N$ in case II, and $S^\chi_i = 0$ in case III and case IV. Accordingly, we can denote $\Gamma^\chi_i$ as the elapsed time since
the i-th UE successfully accesses to the HTS at the first access time slot until the end of χ-th transmission frame. In case I, \( \Gamma_{x} = N - 1 \), and under the other three cases, \( \Gamma_{x} = 0 \).

Moreover, consider the i-th UE in case I, II, III, i.e., the activated states of i-th UE, we define \( g_{j}^i \) as the generation time of the \( j \)-th packet. Note that not every packet can be successfully received by the HTS, and we define \( d_{m}^{i} \) as the time of the \( m \)-th packet resolved by HTS from the i-th UE, where \( m \leq j \). Therefore, we define \( W_{m}^{i} \) as the consumed time between the \( m \)-th packet and the \( (m - 1) \)-th packet, which is the sum of the transmission frames that the i-th UE is not activated or the packets are failed to access. Thus, \( W_{m}^{i} \) is an integer multiples of \( N \). For simplicity, let \( S_{m}^{i} \) denote the service time of the \( m \)-th packet in the χ-th transmission frame, and \( \Gamma_{m-1}^{i} \) denotes the elapsed time of the \( (m - 1) \)-th packet in the χ'-th transmission frame. Then, let \( Y_{m}^{i} \) denote the time interval from the reception time of \( (m - 1) \)-th packet to that of the \( m \)-th packet. Therefore, we have \( Y_{m}^{i} = S_{m}^{i} + \Gamma_{m-1}^{i} + W_{m}^{i} \).

In our GFAO random access protocol, \( \Delta(t) \) only can drop under case I and II. To simplify the analysis, we denote \( A_{i}(\chi) \) as the state of the i-th UE at the current transmission frame, where \( A_{i}(\chi) = 1 \) means the i-th UE is activated during the χ-th transmission frame, and \( A_{i}(\chi) = 0 \) otherwise. Then, when \( A_{i}(\chi) = 1 \), we denote \( B_{i}(\chi) \) as the access state of status packet when the χ-th transmission frame is finished, where \( B_{i}(\chi) = 1 \) means the packet is successfully recovered at the HTS, otherwise \( B_{i}(\chi) = 0 \). The indicator \( C_{i}(\chi) \) is used to represent the states of \( B_{i}(\chi) = 1 \), where \( C_{i}(\chi) = 1 \) if the packet is resolved at the first access time slot, and \( C_{i}(\chi) = 0 \) means successful decoded by HTS through the iterative SIC when the χ-th transmission frame is finished.

According to our GFAO random access protocol, \( \Delta(t) \) drops to \( N \) only when \( B_{i}(\chi) = 1 \), i.e., the i-th UE is activated at the current transmission frame and the HTS successfully resolved the packet. Therefore, the evolution of \( \Delta(t) \) at the end of the χ-th transmission frame is given by

\[
\Delta_{\chi}(t) = \begin{cases} 
N, & \text{if } B_{i}(\chi) = 1 \\
\Delta_{\chi-1}(t) + N, & \text{if } A_{i}(\chi) = 0 \text{ or } B_{i}(\chi) = 0.
\end{cases}
\]

(14)

An example of the evolution of \( \delta_{i}(t) \) and \( \Delta_{\chi}(t) \) are shown in Fig. 6. The blue line represents the instantaneous AoI \( \Delta(t) \) of the i-th UE observed by the HTS. The red solid and dotted lines and the green line are depicted the instantaneous AoI \( \delta_{i}(t) \), where the red solid line represents the status packets are successfully decoded when the transmission frame is finished, otherwise is the red dotted line. Note that the packet is discarded when the transmission frame is finished whether it is successfully resolved by the HTS or not, which means \( \delta_{i}(t) = 0 \) when each transmission frame is finished. Moreover, the green line represents that it is a singleton packet at the first access time slot in this transmission frame.

As shown in Fig. 6, at \( g_{1}, g_{2}, g_{3}, g_{4}, \) and \( g_{5} \), the i-th UE becomes activated since a packet is generated at the buffer in each transmission frame. The packets generate at \( g_{1}, g_{3}, \) and \( g_{5} \) are recovered through the iterative SIC decoding, resulting in the blue line dropping to \( N \) as \( \Delta_{1}(t) = \Delta_{3}(t) = \Delta_{5}(t) = N \). The packet generates at \( g_{2} \) is singleton packet in the first access time slot, resulting in \( \Delta_{2}(t) \) dropping to 1, and the i-th UE keeps silent in the rest \( \Gamma_{x} = N - 1 \) access time slots, and \( \Delta_{2}(t) = N \). Besides, The packet generates at \( g_{4} \) fails to access, resulting to the \( \Delta_{4}(t) = 2N \) at \( g_{5} \).

Since the AAoI \( \Delta(t) \) can be influenced by \( \Delta_{\chi}(t) \), and successfully receptions can significantly decrease \( \Delta(t) \), thus we mainly analyze the AAoI over multiple receptions. Assume that the HTS has resolved \( M \) status packets from the i-th UE in total \( c \) transmission frames, which includes l access time slots, i.e., \( \frac{l}{N} = c \). To analyze the AAoI over \( M \) receptions, the AAoI of the m-th resolved status packet \( 0 \leq m \leq M \) is derived as follows.

Note that the time interval between the m-th reception in the χ-th transmission frame and the \((m - 1)\)-th reception in the χ'-th transmission frame is \( Y_{m}^{i} = \Gamma_{m-1}^{i} + W_{m}^{i} + S_{m}^{i} \), where \( \Gamma_{m-1}^{i} = N - 1 \) if the last reception is a singleton packet, and the expression of \( \Gamma_{m-1}^{i} \) can be given as follows,

\[
\Gamma_{m-1}^{i} = \begin{cases} 
N - 1, & \text{if } C_{i}(\chi) = 1, \\
0, & \text{otherwise}.
\end{cases}
\]

(15)

Then, note that \( W_{m}^{i} \) denotes the consumed time gap between the \( m \)-th reception and the \((m - 1)\)-th reception, and there may exist \( |\chi - \chi'| \geq 1 \) transmission frames between two successful receptions. Thus, let \( 1 \leq k \leq |\chi - \chi'| \), we have \( W_{m}^{i} = (k - 1)N \), and \( W_{m}^{i} \) follows the geometric distribution.

Moreover, \( S_{m}^{i} \) follows a binomial distribution, which is related to two conditions of \( C_{i}(\chi) \). Therefore, \( S_{2} = 1 \) if \( C_{i}(2) = 1 \), and \( S_{3} = N \) as \( C_{i}(4) = 0 \) as shown in Fig. 6, and we can define \( S_{m}^{i} \) as follows,

\[
S_{m}^{i} = \begin{cases} 
1, & \text{if } C_{i}(\chi) = 1, \\
N, & \text{if } C_{i}(\chi) = 0.
\end{cases}
\]

(16)

We denote \( X_{m}^{iv} \) as the sum of \( W_{m}^{i} \) and \( S_{m}^{i} \). As shown in Fig. 6, the AoI consumptions of a status update packet at HTS can be split into four segments: 1) A rectangle whose base is \( \Gamma_{m} = N \) and height is 1; 2) A triangle whose base is \( \Gamma_{m} \) and height is \( N - 1 \); 3) A rectangle whose base is \( X_{m}^{iv} \) and height is \( N \); 4) An isocoseles triangle whose waist is \( X_{m}^{iv} \).
Therefore, when the number of resolved status packets $M$ grows to infinity, the AAoI $\Delta^i$ is the sum of AoI consumptions of all $M$ status packets divided by the sum of $Y_m^i$, which is given as Eq. (17) at the top of this page.

Since the i.i.d. processes of all UEs follow the law of large numbers, we can further simplify Eq. (17) as follows,

$$\Delta^i = \lim_{M \to \infty} \frac{M}{M} Y_m^i = \frac{\sum_{m=1}^{M} X_m^i}{M} + \frac{\sum_{m=1}^{M} \Gamma_m^i}{M} + \frac{\sum_{m=1}^{M} (\Gamma_m^i)^2}{2M}.$$  

(17)

By exploiting the above analysis of $\Gamma^i_m$, $W^i_m$ and $S^i_m$, we have

$$E[W^i_m + S^i_m] = E[W^i_m] + E[S^i_m]$$

and

$$E[\Gamma^i_m] = (N-1)P_n^i P_m.$$  

(18)

By substituting Eq. (23) and Eq. (24) into Eq. (22), we can obtain the expressions of $\Delta^i$ and $\Delta^2_i$, which can be expressed as

$$\Delta^i = E[\Gamma^i_m] = (N-1)P_n^i P_m,$$

$$E[\Gamma^i_m] = (N-1)P_n^i P_m,$$

$$E[S^i_m] = E[W^i_m] + E[S^i_m],$$

$$E[S^i_m] = E[S^i_m] = E[S^i_m] + E[S^i_m],$$

and

$$E[S^i_m] = E[S^i_m] + E[S^i_m].$$

(19)

where $P_m$ represents the probability that the $i$-th UE chooses a singleton pilot from $P$ at the first access time slot. Recall that the number of activated UEs is $K_a$, the expression of $P_m$ is given by

$$P_m = C_1^i \left( \frac{1}{\tau} \right) \left( 1 - \frac{1}{\tau} \right)^{K_a-1} = \left( 1 - \frac{1}{\tau} \right)^{K_a-1},$$

(20)

where $K_a = \lambda K$.

Moreover, the AFP in the GFAO random access protocol consists of three parts: 1) The probability that a collision UE is not recovered through SIC; 2) The probability that a singleton pilot is identified as a collision pilot, which can be solved after subsequent $N-1$ multi-slot reselection phase; 3) The probability that a collision pilot is identified as a singleton pilot. Let $P_{err}$ denote the AFP of the GFAO random access protocol, which is given by

$$P_{err} = \frac{1}{\lambda \beta_0} \left( 1 - \frac{1}{\tau} \right)^{K_a-1} \times \sigma Q\left( \sqrt{N\tau(G^* - \beta_0(N\tau)^{-2/3} - G)} \right).$$

(21)

where $\sigma = \sqrt{\frac{\lambda}{\lambda + \Gamma_n}}$.

The first term in Eq. (21) is the probability that the $i$-th UE chooses a collision pilot at the first access time slot, which would perform pilot reselection from $R$ and access to HTS. The second term in Eq. (21) is the probability that a UE fails to be resolved by HTS in this transmission frame, denoted by $\varepsilon$. We define $G = \frac{K_a}{\lambda^2}$ as the average number of UEs that choose a pilot per access time slot, $G^*$ is the related decoding threshold, and $\alpha, \beta, \sigma$ are suitable scaling parameters of $\varepsilon$. A brief derivation of $\varepsilon$ is introduced as follows.

Note that the SIC in GFAO random access protocol can be regarded as the BP decoding in erasure code [45], and the authors in [46] propose a generalized finite length analysis method for the BP decoding in erasure code. Let $P_{err}$ denote the block error probability after BP decoding in $(n, m)$ erasure code with erasure probability $\delta$, which can be expressed as

$$P_{err} = Q\left( \sqrt{\frac{\lambda_0 G^* - \beta_0(N\tau)^{-2/3} - G}{\alpha \beta}} \right) + O(n^{-1/3}),$$

(22)

where $Q(\cdot)$ is the tail probability of standard normal distribution, $r = (n-m)/n$ represents the nominal rate. $\alpha, \beta$ are constant values that related to $r$, and $\alpha = \frac{\alpha_0}{n} + \delta(1 - \delta)$. Moreover, let $\delta^*$ denote the threshold of BP decoding, and $P_{err} \to 0$ if $\delta < \delta^*$ and else $P_{err} \to 1$.

Similarly, let $G^*$ denote the SIC decoding threshold, which leads to $\varepsilon \to 0$ if $G < G^*$ and else $\varepsilon \to 1$. Considering the mapping relationship between the SIC in our GFAO random access protocol and BP decoding in erasure code, and $G$ can be expressed as a function of $\delta$ and $m$ as

$$G = \frac{K_a}{n} = \frac{\delta n}{m}.$$  

(23)

Further, the SIC decoding threshold $G^*$ can be obtained by substituting $\delta^*$ into Eq. (23) as follows:

$$G^* = \frac{\delta^* n}{m} = \frac{\delta^*}{1 - r}.$$  

(24)

Then, by substituting Eq. (23) and Eq. (24) into Eq. (22), we can finish the derivation of $\varepsilon$ as follows,

$$\varepsilon = \sigma Q\left( \sqrt{N\tau(G^* - \beta_0(N\tau)^{-2/3} - G)} \right).$$

(25)

where $\alpha_0, \beta_0$ and $\sigma$ are computed by the density evolution method for $r = 0$.

Finally, recall that we can estimate the system AAoI $\Delta$ by exploiting the AAoI of the $i$-th UE $\Delta^i$ as shown in Eq. (18), and we have

$$\Delta = \frac{\Lambda}{\Psi + 1},$$

(26)

where $\Lambda = \left( (N-1)E[X_m^i] + \frac{1}{2} E[(X_m^i)^2] + \frac{1}{2} E[\Gamma_m^i]^2 \right),$ and $\Psi = E[Y_m^i]$. By substituting Eq. (19) into $\Lambda$ and $\Psi$, we have

$$\Delta = \frac{N(3N-2) + N(3N-2)}{2} \frac{1}{\lambda(1 - P_{err})} + \frac{N^2}{(\lambda(1 - P_{err}))^2} - \frac{N(N-1) P_{nc}}{2(1 - P_{err})} + \frac{(N-1)^2}{2} \lambda P_{nc}.$$  

(27)
C. Relationship between System AAoI and Throughput

Let $T$ denote the system throughput, i.e., average sum of recovered UEs in each access time slot of one transmission frame for our GFAO random access protocol, and the relationship between the AFP and system throughput in our GFAO random access protocol can be given by

$$T = \frac{K_a}{N} (1 - P_{err}).$$ (29)

By substituting Eq. (29) into Eqs. (26)-(28), we can obtain an expression of the system AAoI $\Delta$ related to the throughput, which can be expressed as Eq. (30) at the top of next page.

IV. SIMPLIFICATION OF SYSTEM AAIOI AND OPTIMIZATION OF GFAO RANDOM ACCESS PROTOCOL

In this section, we first simplify the expression of system AAoI $\Delta$. Then, to figure out the effects of number of access time slots $N$ and available pilot sequences $\tau$ in each transmission frame on $\Delta$, we perform an optimal analysis on $N$ and $\tau$. In addition, the impact on the throughput $T$ is also considered.

A. Simplification of the System AAoI

To further analyze the system AAoI $\Delta$, we conduct some reasonable operations to simplify Eq. (26). First, as shown in Fig. 7, when $K_a$ increases, the non-collision probability $P_{nc}$ in Eq. (20) at the first access time slot in each transmission frame is $P_{nc} \rightarrow 0$. Hereby, we assume that $P_{nc} = 0$, and the simplified system AAoI $F$ is given as follows,

$$F = \frac{N}{\lambda(1 - P_{err})} (1 + \lambda(1 - P_{err})) + \frac{3N}{2}. \quad (31)$$

Furthermore, we assume that the activated probability of the $i$-th UE $\lambda = 1$, i.e., the number of activated UEs $K_a = K$. Thus, we can further simplified $F$ as follows,

$$F = \frac{N}{(1 - P_{err})} \left( \frac{1}{2} P_{err} \right) + \frac{3N}{2}, \quad (32)$$

where $N/(1 - P_{err})$ is the average end-to-end delay.

Similarly, we can also simplify $P_{err}$ and $T$ as:

$$P_{err} = \sigma Q\left(\sqrt{\frac{N\tau}{\lambda}}(G^* - \beta_0(N\tau)^{-2/3} - g/N)\right), \quad (33)$$

and

$$T = \frac{K_a}{N} \left(1 - \sigma Q\left(\frac{\sqrt{N\tau}(G^* - \beta_0(N\tau)^{-2/3} - g/N)}{\sqrt{\alpha_0^2 + g/N}}\right)\right). \quad (34)$$

Meanwhile, Eq. (30) can also be simplified as follows,

$$F(N) = f_1(N) \cdot f_2(N). \quad (36)$$

B. Minimization of System AAoI

It is straightforward that $N$ and $P_{err}$ are key factors that influence $F$ according to Eq. (32), $N$ and $\tau$ are key parameters of $P_{err}$ according to Eq. (33). Recall $F$ in Eq. (32), let $f_1(N) = N$, $f_2(N) = (1-P_{err})(2-P_{err}) + \frac{3}{2}$, and $F$ can be regarded as a function of $N$ as follows,

$$F(N) = f_1(N) \cdot f_2(N). \quad (36)$$

Thus, we can compute the partial derivation of $F(N)$ to $N$ as Eq. (37) at the top of next page, where $\frac{\partial F(N)}{\partial N}$ is the partial derivation of $P_{err}(N)$ related to $N$ as in Eq. (33) and given as Eq. (38) at the top of next page, which indicates that $P_{err}(N)$ is a monotonically non-increasing function of $N$. Thus, by substituting $\frac{\partial P_{err}(N)}{\partial N}$ into $\frac{\partial F(N)}{\partial N}$, we can obtain that $F(N)$ is a non-monotonic function of $N$, and we have the following Theorem 1.

**Theorem 1:** There exists an optimal $N$, denoted by $N_{min}$, to achieve a minimum $F_{min}$ under a given $\tau$, and two conditions are given as follows,

- Supposing $N \geq N_{min}$, then $F(N) \geq F_{min}$;
- Supposing $N < N_{min}$, then $F(N) > F_{min}$.

**Proof:** There exists any value in $N$ denotes as $N_i < N'_i$ that $F(N_i) = F(N'_i) = F^*$ as shown in Fig. 8. Moreover, we can observe that when $0 < N < N_i$ or $N'_i < N$, we have $\Delta F = F(N) - F^* > 0$, and when $N_i \leq N \leq N'_i$, we have $\Delta F = F(N) - F^* \leq 0$. Thus, the expression of $\Delta F$ is given as Eq. (39) at the top of next page.

Let $\Delta f_A$ denote the numerator in the first item of Eq. (39). Note that the denominator in the first item of Eq. (39) is larger than 0 as $0 \leq P_{err} < 1$, Thus, two cases can be differentiated as follows.
\[
\Delta = \frac{N(2N-1)+2N(2N-1)K_n}{N^2} + \left(\frac{K_a}{\lambda} \right)^2 + \frac{2N(2N-1)(N-1)\lambda}{N^2} + \left(\frac{(N-1)\mu_0\mu_2}{\lambda} \right)^2 + \frac{2N(2N-1)(N-1)\lambda}{N^2} + \left(\frac{(N-1)(N-1)\lambda}{N^2} + (N-1)^2\lambda\right) + 1.
\]

(30)

\[
\frac{\partial F(N)}{\partial N} = \frac{\partial f_1(N)}{\partial N} f_2(N) + f_1(N) \frac{\partial f_2(N)}{\partial N} = \frac{1}{(P_{err-1}(P_{err-2})^2) - \frac{N}{(P_{err-1})^2(P_{err-2})} \frac{\partial P_{err}(N)}{\partial N} - \frac{N}{(P_{err-1})^2(P_{err-2})^2} \frac{\partial P_{err}(N)}{\partial N} + \frac{3}{2}.
\]

(37)

\[
\frac{\partial P_{err}(N)}{\partial N} = -\frac{1}{\sqrt{\pi}} \left[ \frac{N}{\sigma}\left( \sqrt{\frac{G^* - \frac{\delta_0}{(N+1)r}}{2(\frac{\delta_0}{(N+1)r})}} \right)^{\frac{3}{2}} - \frac{\sqrt{N\pi}}{4}\left( \frac{2\alpha_1\tau + \frac{\delta_0}{r}}{2\alpha_2^2 + \frac{\delta_0}{r}} \right) \right] \leq 0.
\]

(38)

\[
\Delta F = f_1(N) \cdot f_2(N) - f_1(N_1) \cdot f_2(N_1) = \frac{N(1-P_{err}(N))}{(1-P_{err}(N_1))}(2-P_{err}(N)) - \frac{N(1-P_{err}(N))}{(1-P_{err}(N_1))}(2-P_{err}(N_1)) + \frac{3}{2} (N - N_1).
\]

(39)

**Case a** \( \Delta f_A > 0 \): The condition of \( \Delta f_A > 0 \) can be exhibited as,

\[
N > N_1 \left( \frac{1-P_{err}(N)}{1-P_{err}(N_1)} \right)(2-P_{err}(N)) \quad \text{and Eq. (41) at the top of next page, where } |.| \text{ represents absolute value.}
\]

Thus, \( N_1' = N_1 \left(1-P_{err}(N)\right)/(1-P_{err}(N_1)) \). From Eq. (40), we can find out that \( F(N) > F^* \) if \( N > N_1' \) or \( N < N_1 \), as the area of \( \Delta F > 0 \) shown in Fig. 8. Besides, when \( N = N_1 = N_1' \), \( F \) approximately approaches to \( F^* \).

**Case b** \( \Delta f_A \leq 0 \): Similarly, the conditions of \( \Delta f_A \leq 0 \) can be exhibited as,

\[
N_1 \leq N \leq N_1', \quad \text{and Eq. (43) at the top of next page.}
\]

As shown in Fig. 8, there exists an optimal value of access time slots from \( N_1 \) to \( N_1' \) that can achieve the lowest system AAoI \( F_{min} \) in the region of \( \Delta F < 0 \). Therefore, the minimum system AAoI \( F_{min} \) for our GFAO random access protocol can be easily found as the number of access time slots is an integer.

**C. Maximization of System Throughput**

Similar to the analysis in Section IV. B, we can achieve a maximum throughput \( T_{max} \) under a certain number of access time slots \( N_{max} \) for a given \( \tau \) according to Eq. (34), and we have the following Theorem 2.

**Theorem 2**: There exists an optimal \( N \), denoted by \( N_{max} \) to achieve a maximum \( T_{max} \) under a given \( \tau \), and two conditions are given as follows,

- Supposing \( N \geq N_{max} \), then \( T(N) \leq T_{max} \);
- Supposing \( N < N_{max} \), then \( T(N) < T_{max} \).

**Proof**: Define \( T^* \) as the system throughput under the given number of access time slots \( N_2 \) and \( N_2' \) \((N_2 \leq N_{max} \leq N_2')\), and we have \( T^* = T(N_2) = T(N_2') \) as shown in Fig. 9. Then, we define the interval between \( T^* \) and \( T \) as \( \Delta T \), and the expression of \( \Delta T \) is given by,

\[
\Delta T = \frac{K(1-P_{err}(N))}{N_2} - \frac{K(1-P_{err}(N_2))}{N_2} = [N_2 - N + \lambda P_{err}(N_2) - N_2 \cdot P_{err}(N)] \frac{K}{N_2}.
\]

(44)

Let the first item in Eq. (44) be defined as \( \Delta f_T = N_2 - N + \lambda \cdot P_{err}(N_2) - N_2 \cdot P_{err}(N) \). Consider that \( N \cdot N_2 > 0 \) and \( K > 0 \), therefore if and only if \( \Delta f_T > 0, \Delta T > 0 \). Thus, two cases can be discussed in the following.

**Case c** \( \Delta f_T < 0 \): To satisfy \( \Delta f_T < 0 \), we have

\[
N > N_2' = N_2(1-P_{err}(N))/(1-P_{err}(N_2)).
\]

(45)

Hence, \( N_2' = N_2(1-P_{err}(N))/(1-P_{err}(N_2)) \). According to Eq. (45), we can obtain that when \( N > N_2' \), the system throughput would degenerate than \( T^* \), corresponding to the

![Fig. 9. The diversification of system throughput T with N access time slots.](image-url)
region of $\Delta T < 0$ in Fig. 9. Besides, when $N = N'_2$, $T(N)$ approximately approaches to $T^*$.

Case $\Delta f_T \geq 0$: Similarly, the condition to guarantee $\Delta f_T \geq 0$ can be exhibited as

$$N_2 \leq N \leq N'_2. \quad (46)$$

It is worth noting that the system throughput $T$ can be improved by increasing the number of access time slots from $N_2$ to $N'_2$, which is corresponding to the region of $\Delta T \geq 0$ in Fig. 9. Thus, the maximum system throughput $T_{max}$ of our GFAO random access protocol can be obtained, and we can express the partial derivative of $\Delta T$ as

$$\frac{\partial \Delta T}{\partial N} = -\frac{NK(N\frac{\partial P_{err}(N)}{\partial N} + 1 - P_{err}(N))}{N^2}. \quad (47)$$

Recall that $P_{err}$ is monotonically non-increasing according to Eq. (38), then $T_{max}$ can be achieved at $\frac{\partial \Delta T}{\partial N} |_{N=\text{max}} = 0$. Thus, a numerical solution of $N$ in practical communication environments can be easily obtained as $N$ is an integer. \hfill $\square$

D. Optimal Number of Activated UEs and Number of Access Time Slots under Required AFP

In this subsection, we first investigate the variable number of activated UE $K_a$ and $N$ under a given AFP $P_{err}^*$ with $0 < \lambda < 1$. Without loss of generality, we assume that $P_{nc} = 0$ since $P_{nc} \rightarrow 0$ with large $K_a$. Thus, the asymptotic AAoI $\Delta_S$ can be expressed as Eq. (48) at the top of next page.

Let $x = \frac{K}{\kappa_a(1-P_{err})}$, the above Eq. (48) can be expressed as follows,

$$\Delta_S = \frac{3Nk^2}{2} + \frac{3N^2x}{1 + x} + N x^2 + 1. \quad (49)$$

Thus, we can obtain a quadratic function with $x$ as follows,

$$\Delta_S = N \left( 1 + x + \frac{1}{1 + x} \right) - \frac{1}{2} N. \quad (50)$$

Therefore, we can find a lower bound of $\Delta_S$ as $\frac{3}{2} N$ since $x > 0$. Assume that there exists a minimum AAoI $\Delta^*_S > \frac{3}{2} N$ under $P_{err}^*$ and $K_a$, then, we can further derive a maximum $K_a^*$ under $\Delta^*_S$. Thus, Eq. (49) with $x^* = \frac{K}{\kappa_a(1-P_{err})}$ under $\Delta^*_S$ can be rewritten as follows,

$$(x^*)^2 + \left( \frac{3}{2} - \frac{\Delta^*_S}{N} \right) x + \left( \frac{3}{2} - \frac{\Delta^*_S}{N} \right) = 0. \quad (51)$$

According to the quadratic formula and $\Delta^*_S > \frac{3}{2} N$, the solution of Eq. (51) can be expressed as

$$x^* = \frac{\frac{3}{2} - \frac{\Delta^*_S}{N} + \sqrt{\left( \frac{1}{2} + \frac{\Delta^*_S}{N} \right)^2 - 4}}{2}. \quad (52)$$

Consider that $\sqrt{\left( \frac{1}{2} + \frac{\Delta^*_S}{N} \right)^2 - 4} > \left( \frac{1}{2} - \frac{\Delta^*_S}{N} \right)^2$ since $x > 0$, we have

$$K_a^* = \frac{2K^*}{\left( \frac{3}{2} - \frac{\Delta^*_S}{N} \right)^2 + \sqrt{\left( \frac{1}{2} + \frac{\Delta^*_S}{N} \right)^2 - 4} \left( 1 - P_{err}^* \right)}, \quad (53)$$

and the partial derivation of $K_a^*$ related to $N$ can be obtained as Eq. (54) at the top of next page.

Note that $\frac{\partial K_a^*}{\partial N} \geq 0$ since the first and second items are no large than 0 in Eq. (54), which means that under given $P_{err}^*$ and $K_a$, $K_a^*$ is a monotonically non-decreasing function of $N$. With the increasing of $N$, the number of activated UEs that can access in our S-IoT system is increasing under $\Delta^*_S$ with given $P_{err}^*$ and $K_a$.

Moreover, similar to the analysis of $K_a^*$, we can obtain the minimum number of access time slots $N^*_a$ under $\Delta^*_S$, and the expression of $N^*_a(K_a)$ is given as follows,

$$N^*_a(K_a) = \frac{\Delta^*_S \left( 1 + \frac{K_a}{\kappa_a(1-P_{err})} \right)}{\left( \frac{1}{\kappa_a(1-P_{err})} \right)^2 + \frac{3}{2} \kappa_a(1-P_{err}) + \frac{3}{2}}. \quad (55)$$

Besides, the partial derivation of $N^*_a(K_a)$ is related to $K_a$ can be obtained as Eq. (56) at the top of next page, which indicates that $N^*_a(K_a)$ is a non-monotonic function of $K_a$. Thus, there exists an optimal $K_a$ to achieve a minimum access delay $N^*_a$ under the minimum AAoI $\Delta^*_S$.

V. SIMULATION RESULTS AND DISCUSSION

In this section, we present extensive Monte Carlo simulations to verify our theoretical analysis, and the simulation results are average values over 10,000 iterations. Since a transmission frame could be able to support 6 access time slots in this S-IoT system, the simulation range of $N$ is from 1 to 6, the main simulation parameters are summarized in Table III. In addition, the possible operations to optimize the system AAoI based on simulation results are discussed.
we can observe that under a certain system load, there exists almost the same under different load region, then obviously decreases to a lowest value. Further, the system AAoI appears under \( g > 6 \), which also agrees well in our GFAO random access protocol, it can be observed that the simulation results agree well with their analytical counterparts.

\[
\Delta S = \frac{N(3N-2)}{2} + \frac{N(3N-2)}{2} \frac{K}{K_a(1-P_{err})} + N^2 \left( \frac{K}{K_a(1-P_{err})} \right)^2 + 1 = \frac{3N-2}{2} \frac{K}{K_a(1-P_{err})} + N \left( \frac{K}{K_a(1-P_{err})} \right)^2 + 1.
\]

(48)

Further, the system AAoI increases, all curves of system AAoI under different \( g \). The smallest AAoI appears \( g = 6 \), which also agrees well in our GFAO random access protocol, it can be observed that the simulation results agree well with their analytical counterparts.

\[
\frac{\partial K_a}{\partial N} = -2K \left( \frac{3}{2} - \frac{\Delta_S}{N} \right)^2 + \sqrt{\frac{3}{2} + \frac{\Delta_S}{N}}^2 - 4 \right)^{-2} \left( -2 \left( \frac{3}{2} - \frac{\Delta_S}{N} \right)^{-3} \frac{\Delta_S}{N^2} - \sqrt{\frac{1}{2} + \frac{\Delta_S}{N}}^2 - 4 \cdot \left( \frac{1}{2} + \frac{\Delta_S}{N} \right) \frac{\Delta_S}{N^2} \right).
\]

(54)

\[
\frac{\partial N^*(K_a)}{K_a} = \frac{\Delta_S \left( -\frac{K}{K_a(1-P_{err})} \right)}{\left( \frac{K}{K_a(1-P_{err})} \right)^2 + \frac{3}{2} \frac{K}{K_a(1-P_{err})} + \frac{3}{2}} - \frac{\Delta_S \left( 1 + \frac{K}{K_a(1-P_{err})} \right)}{\left( \frac{K}{K_a(1-P_{err})} \right)^2 + \frac{3}{2} \frac{K}{K_a(1-P_{err})} + \frac{3}{2}} \frac{K}{K_a(1-P_{err})}.
\]

(56)

Fig. 10 illustrates the variation of system AAoI over the system load \( g \) in GFAO random access protocol, it can be observed that the simulation results agree well with their theoretical results in Eq. (26) under different parameters. Moreover, we can conclude from Fig. 10 that: First, when the system load \( g \) increases, all curves of system AAoI under different \( N \) is convex, where \( \Delta \) is high in the low system load region, then obviously decreases to a lowest \( \Delta \), which are almost the same under different \( N \). Further, the system AAoI keeps increasing when their system load increases. Second, we can observe that under a certain system load, there exists a minimum AAoI and its corresponding number of access time slots. For example, under \( g = 1.5 \), the minimum \( \Delta = 9.8104 \) and its corresponding \( N = 3 \). Third, it can be observed that when \( 0 < g < 0.7 \), \( \Delta \) grows when \( N \) increases, and the smallest \( \Delta \) appears under \( N = 1 \), which indicates that the conventional random access schemes can work out under low system load. When \( g = 0.7 \), the overlap among the curve \( N = 1 \) and the curve \( N = 2 \) appears, and the overlap among \( N = 2 \) and \( N = 3 \) appears at about \( g = 1.2 \). Also, when \( 0.7 < g \leq 1.2 \), the minimum \( \Delta \) appears under \( N = 2 \). Besides, the overlap among \( N = 3 \) and \( N = 4 \) appears at \( g = 1.9 \), and when \( 1.2 < g \leq 1.9 \), the minimum AAoI appears under \( N = 3 \), and so on. Therefore, the system load \( g \in (0, 3.0] \) can be divided into five regions as shown in Table IV. Thus, our GFAO random access protocol can achieve a minimum \( \Delta \) under different \( g \) by selecting an optimal \( N \).

Fig. 11 shows the AAoI of GFAO random access protocol versus the number of activated UEs \( K_a \) for different number of available pilots \( \tau = 50 \).

Table IV

<table>
<thead>
<tr>
<th>Group System load ( g )</th>
<th>Number of slots ( N )</th>
<th>System AAoI ( \Delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2 ( \leq g \leq 0.7 )</td>
<td>13.1816</td>
</tr>
<tr>
<td>2</td>
<td>0.7 ( \leq g \leq 1.2 )</td>
<td>10.8473</td>
</tr>
<tr>
<td>3</td>
<td>1.2 ( &lt; g \leq 1.9 )</td>
<td>9.8104</td>
</tr>
<tr>
<td>4</td>
<td>1.9 ( &lt; g \leq 2.5 )</td>
<td>10.7253</td>
</tr>
<tr>
<td>5</td>
<td>2.5 ( &lt; g \leq 2.9 )</td>
<td>12.1824</td>
</tr>
<tr>
<td>6</td>
<td>( g &gt; 2.9 )</td>
<td>14.4634</td>
</tr>
</tbody>
</table>

Fig. 10. The variation of AAoI derived in section IV over the system load \( g \) in GFAO random access protocol for different number of slots \( N \) with \( \tau = 50 \).

Fig. 11. The AAoI of GFAO random access protocol versus the number of activated UEs \( K_a \) for different number of available pilots \( \tau = 50 \).
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Furthermore, some optimal operations can be conducted according to Table IV to lower the AAoI via adjusting the number of access time slots in different region of $g$ as shown in Fig. 12. We can observe that the curves of $\Delta$ corresponding to different $g$, a minimum AAoI can be achieved under different $N$, which matches the result in Table IV.

Fig. 13 shows that the throughput $T$ versus system load $g$ under different number of slots $N$. As shown in Fig. 13, we can obtain that under different region of $g$, there exists a certain $N$, which can make the $T$ achieve a maximum value. The phenomenon is similar to that in Fig. 10 because of the conclusion that by exploiting the GFAO random access protocol, the AAoI and the throughput can achieve their optimal value in different region of $g$ since $g = \frac{K_a}{\tau}$ with a given $\tau$.

Fig. 14 and Fig. 15 show the AAoI $\Delta$ and throughput $T$ comparison between the GFAO, SUCR-IPA [32] and SUCR-GBPA [33] random access protocols versus the system load $g$ under $N = 2$ and $N = 3$, where $\tau = 60$. Note that to be fairly comparison, we have revised the SUCR-IPA and SUCR-GBPA as the grant free protocol, which can upload their status packets in the first access time slot. It can be observed that our GFAO random access protocol outperforms the SUCR-IPA and SUCR-GBPA random access protocols under $N = 2$, i.e., the original setup of access time slots in these grant-free random access protocols. In the conventional system load region as $0.2 \leq g \leq 0.7$, our GFAO has similar $\Delta$ and $T$ with the compared random access protocols, because the system has enough idle pilots to support mMTC. When $g > 0.7$, our GFAO has higher $T$ than the compared random access protocols as shown in Fig. 15, which validates that our GFAO is more suitable in mMTC with large $g$. In the high system load region, since the idle pilots is significant declining when $g > 1$ and leads to the increasing of AF $P_{err}$, and thus deteriorates the performance of $\Delta$ and $T$.

Finally, Fig. 16 shows that the maximum number of activated UEs $K^*_a$ versus minimum number of access time slot $N^*$ under minimum AAoI $\Delta^*_a$ with given AF $P_{err}^*$, thus the expected number of accessed UEs is $K_a^*(1 - P_{err}^{*err})$. Compare with state-of-art schemes, our GFAO random access protocol has almost double higher $K_a^*(1 - P_{err}^{*err})$ than the SUCR-IPA and SUCR-GBPA random access protocols in the overload region with the increasing of $N^*$, which validates that the GFAO random access protocol has significant improvement for massive access in S-IoT system.

VI. CONCLUSIONS

In this paper, we proposed a GFAO random access protocol to guarantee the timely status updating for massive access in S-IoT system. By exploiting the new performance indicator named Aoi, we evaluated the instantaneous Aoi and derived the theoretical expressions of system AAoI and throughput to the GFAO random access protocol via the Markov analysis. Further, we investigated the relationship between the AAoI and number of access time slots in each transmission frame, and showed that the AAoI was a non-monotonic function of the number of access time slots, pointing out the existence of a minimum number of access time slots which can optimize
the system AAoI. Extensive Monte Carlo simulation results were conducted to validate that the minimum AAoI and the maximum throughput can be obtained by selecting the optimal access time slots in diversity system load regions. Our future work would extend our GFAO random access protocol to the unequal AoI requirement coexistence services and other more complex emerging systems.
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